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What is important is the real
world, that is physics, but it
can be explained only in
mathematical terms.

Dennis Serret

Preface You Don’t Need To
Read

For Whom The Standard Texts Toll, xv ¢ For Whom This Text?,
xvii e Calculus Language Vs. Everyday Language, xvii ¢ Proof vs. Belief,
xxii e Reason Vs. Rigor, xxiv e« The Way To Go?, xxv .

Of course, every textbook is different from every other textbook—at least
so claim their authors. And of course, so claims this author! But exactly
how is this text different? First, though, how about the standard texts?

For Whom The Standard Texts Toll

real world

Standard prefaces are never
for you but to convince
teachers that the text is just
what they want their stu-
dents to buy for that class
they are to teach.

In contrast, this preface you
don’t need to read is for you.

Why else would they ever
have wanted to write it?

Back in 1988, Underwood Dudley (https://en.wikipedia.org/wiki/Underwood_

Dudley) published in the American Mathematical Monthly a wonderful arti-
cle about calculus books—camouflaged as a Book Review!?>—which he said
he wrote after having “examined 85 separate and distinct calculus books”.

(https://www.maa.org/sites/default/files/0002989051112.d4i991736.

99p03667 . pdf)

Dudley’s first point was that “Calculus books should be written for stu-
dents”. As an example of one such, Dudley gives Elias Loomis’ (https://en.
wikipedia.org/wiki/Elias_Loomis) FElements of the Differential and In-
tegral Calculus from 1851.3 He points out that Loomis’ “proof of L’Hospital’s

1Bulletin of the American Mathematical Society, Vol 47 Number 1 Pages 139-144

2Here is all of the review: ‘The book by Simmons is a fine one. It was written with
care and intelligence. It has good problems, and the historical material is almost a course
in the history of mathematics. It is nicely printed, well bound, and expensive. Future
historians of mathematics will look back on it and say, ‘Yes, that is an excellent example
of a late twentieth-century calculus book. ).

3Free from https://archive.org/details/elementsofdiffer00loom/page/n4/

XV
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Rule was short, simple, and clear, and also one which does not appear in
modern texts because it fails for certain pathological examples.” A bit later,
Dudley continues: “It is a still better idea to strive for clarity and let students
E.g. G. Strang in his Calcu- see what is really going on, which is what Loomis did, rather than putting
lus (p151): “Iregard the dis- <jgor” first. But nowadays, authors cannot do that. They must protect
cussion below as optional in a . . .- . P .
) : % against some colleague snootily writing to the publisher "Evidently Professor
calculus course (but required . . . .
in a calculus book).” Blank is unaware that his so-called proof of L’Hospital Rule is faulty, as the
following well-known example shows. I could not possibly adopt a text with
such a serious error.”’

That’s the spirit!

Which goes to show that uni-
versality can have a steep

price. As another example of a book written for students, Dudley gives Silvanus

Thompson’s (https://en.wikipedia.org/wiki/Silvanus_P._Thompson )

Calculus Made FEasy? from 1910 which was very successful and is in fact still

in print. Dudley is visibly enchanted to report that “Chapter 1, whose title

Which, these days, would be 1s ‘To Deliver You From The Preliminary Terrors’ forthrightly says that dx

an unspeakable horror! means ‘a little bit of x”. (Significantly enough, Thompson was a professor
of physics and an electrical engineer.)

At less than $10!

Another point Dudley made was that "First-semester calculus has no
application.” Of course there is no question about CALCULUS being about
the Real World. Absolutely none. The only thing is, the Real World is in
the eye of the beholder and the beholder is, here again, the teacher. And
so, of course, Dudley riffes on “Applications being so phony”.

Dudley concluded that “It is a shame, and probably inevitable that cal-

Well, this one sure wasn’t! . ”
culus books are written for calculus teachers.

And, indeed, as he predicted, nothing has changed to this day. For in-
stance, and even though it is about “school math”, see the American Mathe-
matical Society’s 2015 Response (http://www.ams.org/notices/201505/
rnoti-p508.pdf) to Elizabeth Green’s New York Times article Why Do
Americans Stink at Math? (https://www.nytimes.com/2014/07/27/magazine/
why-do-americans-stink-at-math.html). In that response, Hung-Hsi
Wu (https://math.berkeley.edu/~wu/) wrote “If Americans do 'stink"
at math, clearly it is because they find the math in school to be unlearn-
able. [...] For the past four decades or so the mathematics contained in
standard textbooks has played havoc with the teaching and learning of school
mathematics.” Why should it be any different with cALCULUS?

mode/2up
2Free from https://archive.org/details/CalculusMadeEasy/page/n4/mode/2up.
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xXvii
For Whom This Text?

The short answer is that, while standard texts usually do a good job of
showing how CALCULUS proceeds from the mathematian’s viewpoint, this
text wants to do it from your point of view and since, as Leonardo da
Vinci (1452-1619) once put it, "Learning is the only thing the mind never
exhausts, never fears, and never regrets. (https://www.azquotes.com/
author/15101-Leonardo_da_Vinci), this text was written for people who
want to read, ponder, wonder, and ... learn.

EXAMPLE 0.1. In this text, CALCULUS starts with Functions Given By Data
(Part |, Page 63) with Functions Given By Rules appearing only in Part I,
Page 207 and (Laurent) Polynomial Functions in Part Ill, Page 337 .

Unfortunately, if this short answer may look good, it doesn’t really say
very much and a rather long answer follows for those who, before deciding
whether or not to get into something, want to know precisely what it is they
would be getting into and why they would want to do that in the first place.

Before that, though, and just in case you missed the subtitle of the book:
as long as you can compare, add/subtract, multiply/divide signed decimal
numbers, you don’t have to worry about being “prepared”.

Calculus Language Vs Everyday Language

The long answer starts with the fact that, to communicate about the real
world, we need to use a language which is something that belongs to
what’s sometimes called the paper world and, at least from a theoretical
standpoint, one should indeed distinguish words in the paper world from
their meaning, that is from the entities in the real world that the words
refer to. (See https://en.wikipedia.org/wiki/Language, https://en.

Da Vinci
language
paper world
word
meaning
entity

In short, for people allergic
to "just teach them how to
do it ".

On the other hand, should
you prefer to skip all that and
go see for yourself, if only
for now, just click on Chap-
ter 0 - Numbers For Calcu-
lating (Page 1) or Chapter 1
- The Name Of The Game
(Page 63).

In any case, if and when you
want, there will always be
Appendiz A - Dealing With
Numbers (Page 501).

Veeeeery long answer!

wikipedia.org/wiki/Semantics, https://en.wikipedia.org/wiki/Entity)

EXAMPLE 0.2. The word tree in the English /language—as weill as the words
arbre in French, Baum in German, arbol in Spanish, albero in Italian, etc, refers
to the real world entity whose picture is


https://www.azquotes.com/author/15101-Leonardo_da_Vinci
https://www.azquotes.com/author/15101-Leonardo_da_Vinci
https://en.wikipedia.org/wiki/Language
https://en.wikipedia.org/wiki/Semantics
https://en.wikipedia.org/wiki/Semantics
https://en.wikipedia.org/wiki/Entity
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model theory —~—
precise
sentence
situation
define

This distinction between paper world and real world is at the core of a
relatively new part of MATHEMATICS called MODEL THEORY. See https:
//en.wikipedia.org/wiki/Model_theory but the article does not mention

Veeery advanced. the recent applications of MODEL THEORY to other branches of (advanced)
mathematics. Readers of this text might want to look at the author’s https:
//www.researchgate.net/publication/346528673_A_Model_Theoretic_
Introduction_To_Mathematics_4th_edition.

However, while being aware of the distinction between paper world and
real world is fundamental, using two sets of words, one for the real world

and another for the paper world would not serve any purpose in this text.
So:

AGREEMENT 0.1 In this text, we will not distinguish words from
their meaning.

EXAMPLE 0.3. We shall use the word tree to refer to the entity tree.

On the other hand, just like “Law depends on the precise meaning of

words”, as Chief Inspector Kan reminds Inspector Van der Valk in Nicolas
In STEM, the only suitable Freeling’s (https://en.wikipedia.org/wiki/Nicolas_Freeling) thriller,
response to “You know what CTiminal Conwersation?, so do Science, Technology, Engineering and . . . Mlathematics.
I mean” is a flat “No!”

So the first way this text claims to be different is the extreme attention
paid to words. (https://plainlanguagenetwork.org/plain-language/
what-is-plain-language/) Because, like in court, to be able to agree on
what sentences are saying about real world situations, we need to use
words that have been defined precisely. Only then will we have a chance,
ultimately, to deal intelligently with the real world.

3A legal term! (https://en.wikipedia.org/wiki/Criminal_conversation)
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Xix

Concerning the relevance of MATHEMATICS to the real world, here are two

articles very much to the point:

» A very famous, if somewhat dense, article on "The miracle of the ap-
propriateness of the language of mathematics for the formulation of
the laws of physics, https://www.maths.ed.ac.uk/~viranick/papers/
wigner.pdf by Eugene Wigner (https://en.wikipedia.org/wiki/
Eugene_Wigner),

which eventually started a lively discussion on natural law and mathematics:

» https://www.quantamagazine.org/puzzle-solution-natural-law-and

J

1. Calculus language. Contrary to what most people think, cALCU-
LUS is, before anything else, a language. But CALCULUS is a language that is
systematic and thus lends itself to calculating—aka computing—how the
real world changes. (https://en.wikipedia.org/wiki/Calculation)

i. In order to communicate precisely we will need Calculus words. So,

to help you get a precise idea of what a calculus word means, each and every
calculus word will be introduced using: (i) everyday words together with
already defined calculus words, and (ii) an EXAMPLE to illustrate what the
calculus word refers to in the real world.
Most of the time, that will be enough for you to keep on trucking safely
but, occasionally, a formal, that is a dictionary-like, definition of a calculus
word in terms of only previously defined calculus words will be necessary
and will then appear in a special format:

EXAMPLE 0.4. just to show the special format:

DEFINITION 0.1 Meaningless means the same as without meaning.

ii. However, a major obstacle to learning the language of CALCULUS is
that many calculus words are just everyday words to which a very precise
CALCULUS meaning has been assigned. The danger then is for the reader
later to forget they are facing a calculus word and go by the everyday word.
Which, unfortunately, is exactly when CALCULUS will stop making sense.

iii. And, to make things even worse, we will have to use these calculus
words alongside everyday words because it is of course with everyday words
that we will describe and discuss what we will be doing with the calculus
words and explain why we are doing what we are doing.

situation
calculate
compute
change
calculus word
everyday word
formal
meaningless

relegant-math-20200117/
Notice their use of “real-
world situation”, practically
a mantra in this text.

And therefore to understand-
ing CALCULUS,

But why pseudo philosophers
brandish mathematics words
like space, catastrophe, field,
category, ...


https://www.maths.ed.ac.uk/~v1ranick/papers/wigner.pdf
https://www.maths.ed.ac.uk/~v1ranick/papers/wigner.pdf
https://en.wikipedia.org/wiki/Eugene_Wigner
https://en.wikipedia.org/wiki/Eugene_Wigner
https://www.quantamagazine.org/puzzle-solution-natural-law-and-elegant-math-20200117/
https://en.wikipedia.org/wiki/Calculation
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ﬁ}imb()l iv. However, we will not use words that mathematicians often use but
IDH never really define. (https://en.wikipedia.org/wiki/List_of_mathematical_
jargon)

v. And, because it is extremely easy to overlook for which previous noun
in a sentence a pronoun stands, this text tries never to use pronouns even
Pace English teachers! though it means repeating the noun itself.

vi. Symbols are necessary to carry out computations.

EXAMPLE 0.5. Figuring in everyday language the difference between
three thousand seventy nine Dollars and eight Cents and six hundred forty
seven Dollars and twenty six Cents would be a lot harder than computing the
difference in the BASE TEN language:

$3079.08

—$647.26

(https://en.wikipedia.org/wiki/Hindu)E2/80%93Arabic_numeral _
system)

Not all symbols, though, are for computational purposes and a few are just
like abbreviations. For instance, we will use the following two symbols which
are completely standard, if relatively recent inventions, but with which you
may not be acquainted:

Not o be con- LANGUAGE NOTE 0.1 iff , read “if and only if”, is the symbol that
J;U/SZ:ZL wim;ﬁt:w' o'r;/ttp s indicates of two sentences that neither one can be ‘true’ without the
wiki/ Identification. other one also being ‘true’. (https://en.wikipedia.org/wiki/If_
friend_or_ foe and_only_if)

But why is it that “Jack sits “ . . - -
to the right of Jill iff Jill sits EXAMPLE 0.6. The sentence “Jack is to the right of Jill iff Jill is to the

to the left of Jack” is false? left of Jack” is true.

LANGUAGE NOTE 0.2 [] , read “Q.E.D., is the symbol that in-
dicates the end of a proof. (https://www.urbandictionary.com/
define.php?term=QED)

2. Click to recall. Because you will have to concentrate on what’s
going on, the language has to be transparent. But. as pointed out above, it
is not easy to keep in mind precisely what calculus words refer to. So:


https://en.wikipedia.org/wiki/List_of_mathematical_jargon
https://en.wikipedia.org/wiki/List_of_mathematical_jargon
https://en.wikipedia.org/wiki/Hindu%E2%80%93Arabic_numeral_system
https://en.wikipedia.org/wiki/Hindu%E2%80%93Arabic_numeral_system
https://en.wikipedia.org/wiki/If_and_only_if
https://en.wikipedia.org/wiki/If_and_only_if
https://en.wikipedia.org/wiki/Identification_friend_or_foe
https://en.wikipedia.org/wiki/Identification_friend_or_foe
https://en.wikipedia.org/wiki/Identification_friend_or_foe
https://en.wikipedia.org/wiki/Identification_friend_or_foe
https://www.urbandictionary.com/define.php?term=QED
https://www.urbandictionary.com/define.php?term=QED
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i. Like any scientific book, this text will help you retrieve what calculus
words and symbols precisely refer to by having every single one of these
calculus words and symbols in the INDEX at the end of the book along with
the page where the calculus word or symbol is defined—and appears in bold
black characters in the text as well as in red characters in the margin of that
page.
ii. Using the INDEX more than occasionally, though, even onscreen, is a
huge pain which makes it extremely likely you will put off looking up what
the calculus word refers to precisely and rely instead on the everyday word,
...and then be left facing text that makes no sense.
And so, calculus word will always appear in red-black characters to remind
you that clicking on that calculus word will instantly get you back to the
page where what the calculus word refers to was precisely explained. In fact,
more generally,

AGREEMENT 0.2 Anything, anywhere, that appears in red-black

characters is a click away from what that thing refers to:

» Titles in all tables of contents,

» Page numbers in all references,

» References as in DEFINITION 0.1 or ?? or as in the Blue Note just
to the right.

3. Reading calculus. One thing has to be emphasized, though,
which is that, no matter how much attention has been given to language
difficulties, it is impossible to get from a single reading of a piece of text
everything that’s in that piece of text. This is because it is impossible for
any piece of text to say it all so that any piece of text will have to rely on
some things having been said earlier to prepare the ground and there will
be some things that can only be said later, when everything has been made
ready to make the point.

So, here are a couple of maneuvers used by mathematicians when they
are reading a text in a subject they are not familiar with and, like you will
too, run into something they don’t get:

» If, even after you have made sure you know whar every single calculus
word in the piece of text denotes you are having trouble with, you still
don’t really get the message or something still does not connect, then try
going back to a place in the text with which you have made your peace
and reread it anyway. You will probably discover things you had not
thought of when reading it before. Now read forward till you reach that

Onscreen, a click on the page
number will get you there.

But you may have to scroll
a bit if you want to see the
word in the margin. And
what to click on to return to
where you were will depend
on your pdf reader.

To take a break from this
Preface You Don’t Need To
Read, would you like to go
see the actual beginning of
cALCULUS in Chapter 1 -
The Name Of The Game
(Page 63)?

Like the CALCULUS in this

book needs Chapter 0 -
Numbers For Calculating
(Page 1).

Back & Forth manecuver!
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decide place where you stalled and it may very well be that those new things
E_rim you hadn’t thought of before will now help you make it through.

alse . . . . ,

Waijt & See maneuver! » If you do get what a piece of text is saying but just don’t see what

the point is, make a note of it and then try reading ahead anyway and

state

DA Gou might finally see eventually you might have the “Aha”, that is you may now understand
the point of Chapter 1 -  the point of that piece of text you had trouble with.

The Name Of The Game

(Page 63).

Proof Vs Belief.

Another way this text claims to be different has to do with the question:
how do we decide if a sentence is true or false, that is whether what the
A much debated issue—at sentence says about the real world is really the case? Or not? Or whether
least by some people. the sentence is undecidable?
With some sentences, we can decide on the basis of factual evidence,
that is by checking what the sentence says directly against the real world.
Unfortunately, most sentences cannot be checked against the real world.

EXAMPLE 0.7. We can decide that the sentence “4+1 is larger than 4" is
true by trying to match @ @ @ @ @ against @ @ @ @.

But what collection should we look at in the real world to decide if
the sentence "4 000000000 000000000000 000000000000+1 is larger than
4000 000 000 000 000 000 000 000 000000000" is true?

And, even more to the point, what should we look at in the real world to decide
if the sentence “Any number plus one is larger than the number itself” is true?
Of course, we can check for any number(s) we want but that does not prove
that the sentence “x + 1 is larger than z" will be true for any number we
replace = with.

And, contrary to what many people seem to believe these days, just
Well, I don’t know ... If you Stating a sentence, no matter how many times and how forcefully, does not
were to point a gun at me ... make the sentence true. And just invoking some other text doesn’t work
either: how do we know the author of that other text hadn’t had some
hidden agenda? Or didn’t really know what they were writing about? Or
made some honest mistake? So, in everyday life the matter often comes
down to being a matter of belief.
On the other hand, in mathematics, we cannot just believe whatever we
want.

ExXAMPLE 0.8. What would happen, even in everyday life, if, say, the
result of an addition was up to the beliefs of whoever does the addition?
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We need to let others know on what basis we believe a sentence to be true
and the standard way to do that in mathematics is to create a theory, that
is a collection of sentences called theorems, by proceeding as follows:

theorem
theorem
postulate
axiom

i. Postulate (https://www.thefreedictionary.com/postulate) a few sen- jeductive rule
tences believed to be true—to be referred to as axioms (https://en.wikipedia.

org/wiki/Axiom)—to be theorems,

ii. Use deductive rules (https://en.wikipedia.org/wiki/Natural_deduction)

to get new theorems from old theorems.

Then, because the deductive rules preserve truth, the use of deductive
rules reduces the question of truth from that of a huge number of sentences
to that of just a few axioms because the truth of the theorems will then
derive from the truth of the theorems which were used with the deductive
rules and so, ultimatley, from the truth of just the axioms. (https://en.
wikipedia.org/wiki/G%C3%B6del’,27s_completeness_theorem)

On what basis do we choose axioms is a totally separate issue. It could
be on the basis of direct reference to the real world, or because the axioms
are conjectured to be true on the basis of indirect or incomplete evidence
(https://en.wikipedia.org/wiki/Conjecture) or maybe just out of cu-
riosity, just to see what would ensue if we were to postulate these axioms
instead of those axioms.

However, we must always keep in mind that the deductive rules can
spread falsehood like wildfire.

EXAMPLE 0.9. One of the deductive rules in ALGEBRA is that “adding

equals to equals yields equals”. Now:

o If we start from a true sentence like "4 + 5 and 6 + 3 are equal", then the
rule will force us to believe that, say, "4+ 547 and 6 + 3 + 7 are equal"
which is fine,

But:

o If we start from "9 and 8 are equal", then:

— adding 9 and 8 to, say, 7 and 7 will force us to believe that 16 and 15
are equal.

— adding 16 and 15 to 9 and 8 will force us to believe that 25 and 23 are
equal,

— adding 16 and 15 to 25 and 23 will force us to believe that 41 and 38
are equal,

— Etc

Finally, just to clarify,

Fhiseradieto sifietutifile, cenlded
mhpdel-theoretic or semantic
(https: //en. wikipedia.

org/wiki/Semantic_
theory_of_ truth ), is
due to  Alfred  Tarski

(https: //en. wikipedia.
org/wiki/Alfred_ Tarski
who,  however, “lwould
not] claim [it was] the
‘right” ome [other than in
mathematics].”


https://www.thefreedictionary.com/postulate
https://en.wikipedia.org/wiki/Axiom
https://en.wikipedia.org/wiki/Axiom
https://en.wikipedia.org/wiki/Natural_deduction
https://en.wikipedia.org/wiki/G%C3%B6del%27s_completeness_theorem
https://en.wikipedia.org/wiki/G%C3%B6del%27s_completeness_theorem
https://en.wikipedia.org/wiki/Conjecture
https://en.wikipedia.org/wiki/Semantic_theory_of_truth
https://en.wikipedia.org/wiki/Semantic_theory_of_truth
https://en.wikipedia.org/wiki/Semantic_theory_of_truth
https://en.wikipedia.org/wiki/Alfred_Tarski
https://en.wikipedia.org/wiki/Alfred_Tarski

rigor

That’s what referreing is all
about.

The single quotes, * ’, say

that, at this time, you are
not supposed to know what
the word means.
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CAUTIONARY NOTE 0.1 A scientific theory is a much
more complicated thing than a mathematical theory. See for
instance  https://en.wikipedia.org/wiki/Theory#Scientific,
https://en.wikipedia.org/wiki/Theory#Philosophical_views,
https://en.wikipedia.org/wiki/Scientific_theory#Theories_
as_axioms, etc.

Reason Vs Rigor

So, since the foremost fear in MATHEMATICS is the fear of making a mistake
in the use of the deductive rules after which every sentence risks to be false,
the name of the game is to proceed as rigorously as possible, that is to
provide as many steps in the use of the deductive rules—as possible while
remaining “readable”—and always to be able and ready to provide missing
steps on demand.

EXAMPLE 0.10. While'Delta functions’ (https://en.wikipedia.org/
wiki/Dirac_delta_function) had been used since the early eighteen hun-
dreds, it was only in 1950 that Laurent Schwartz (https://en.wikipedia.
org/wiki/Laurent_Schwartz) was awarded the Fields Medal? for having de-
fined them rigorously.

Indeed, CALCULUS has been extraordinarily difficult to develop rigorously
(https://en.wikipedia.org/wiki/Nonstandard_analysis) and, as a re-
sult, the number-one worry for authors of CALCULUS texts is how much rig-
orous to be? A few texts, called REAL ANALYSIS (https://en.wikipedia.
org/wiki/Real_analysis), are completely rigorous and the rest, just called
CALCULUS, skip whatever the authors think will be too much for the prospec-
tive buyers of their book.

But the reason this text isn’t rigorous is totally different: in contrast with
textbooks that retain, however un-rigorously, the point of view of mathe-
maticians, this text aims at the CALCULUS that hard scientists (https:
//en.wikipedia.org/wiki/Hard_and_soft_science) and engineers have
been using forever—without worrying one bit about rigor. So, the mathe-
matical conformists ought to be warned that, instead of being based on the
use of ‘limits’ or ‘infinitesimals’ , as it seems all current CALCULUS textbooks
are doing,

2Just about the very highest honors for a mathematician. (https://en.wikipedia.
org/wiki/Fields_Medal)
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CAUTIONARY NOTE 0.2 In this text, CALCULUS will be by way
of ‘polynomial approximations’ which are the algebraic equivalent of
the ‘decimal approximations’ used by scientists and engineers in ap-
plications of CALCULUS to the real world.

(As well as by mathematicians .. .in pure research!)

Way To Learn?

Yet another way this text claims to be different has to do with the fact that
“Math Anxiety” invariably originates with the standard textbooks, in the
best cases because the textbook leaves so much “going without saying” that
reason has become invisible, in the worst cases because the textbook has
been gutted down to the disconnected “facts and skills” deemed necessary
to pass some exam so that no reason remains.

In contrast, this text wants to do three things:

o AsEinar Hille (https://en.wikipedia.org/wiki/Einar_Hille) wrote,
“Mathematics is meither accounting nor the theory of relativity. Math-
ematics is much more than the sum total of its applications no matter
how important and diversified these may be. It is a way of thinking.”?
(Emphasis added.)

Of course, a way of thinking cannot be taught or even described and can
only be learned from experience. Fortunately, as George Sarton (https:
//en.wikipedia.org/wiki/George_Sarton) wrote, “It is only a matter
of perseverance and of good will. Only thus will you acquire a method
of thought. And if one cannot reproach anyone for being ignorant of this
or that—for ignorance is not a sin—it is legitimate to reproach one with
poor reasoning. [...] [T]his scientific sincerity is only achieved by the
attentive study of a specific subject.”*

So, one thing this text wants to do is to facilitate your “attentive study”
of CALCULUS by presenting and discussing matters in a way that will
make reasonable sense to you.

As physicist David Hestenes
Q(]f‘ GEOMETRIC ALGEBRA
}td%isénslaid at the outset of his
2002 Oersted lecture:

That “course content is
taken [by many| as given
[...] ignores the possibility
of improving pedagogy
by reconstructing course
content.”

In other words, here, zero
“show and tell”.

e AsJohn Holt (https://en.wikipedia.org/wiki/John_Holt_(educator))

wrote, “Human beings are born intelligent. We are by nature question-
asking, answer-making, problem-solving animals, and we are extremely
good at it, above all when we are little. But under certain conditions,

3Einar Hille, Analysis, 1964
4As quoted from his letters by his daughter, May Sarton, in her book I Knew a Phoeniz
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https://en.wikipedia.org/wiki/George_Sarton
https://en.wikipedia.org/wiki/John_Holt_(educator)

So, zero “drill and test” too.

The hope is you will.

That, you surely won’t like
one bit! (At least for now.)

That’s because nobody is per-
fect. Not even authors.

And this, Ladies and Gen-
tlemen, is where (Not Your
Usual) Preface comes to an
end.

Or, if you can get hold of
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which may exist anywhere and certainly exist almost all of the time in
almost all schools, we stop using our greatest intellectual powers, stop
wanting to use them, even stop believing that we have them.”?

Which is why this text does not have Exercises: the important questions
are those you will be asking yourself. All this text wants to do is to raise
reasonable issues and deal with these issues up to a point where you will
be equipped to look deeper into at least some of these issues.

Of course, you would be quite right asking how then will you know if
you have learned CcALCULUS but the answer still is: when you will have
become able to answer most of your own questions. Better yet, though,
is for two or three people to confront their understanding of this text.

As Etienne Ghys (https://en.wikipedia.org/wiki/%C3%89tienne_Ghys)

wrote, “I have now learned that precision and details are frequently nec-
essary in mathematics, but I am still very fond of promenades. [...] You
have to be prepared to get lost from time to time, like in many prom-
enades. |[...] You will have to accept half-baked definitions. [...] 1
am convinced that mathematical ideas and examples precede proofs and
definitions.”® (Emphasis added.)

And that really says it all.

Those curious about the history of CALCULUS might want to look up

Simmons’ book, the historical https://en.wikipedia.org/wiki/History_of_calculus or the shorter https:
material Dudley praised. //en.wikipedia.org/wiki/Calculus#History but, for those only a little

Veeery, very short! bit curious, here is a very short version:

CALCULUS was invented in the late 1600s independently by Newton (initially
by way of ‘infinitesimals’ but ultimately by way of ‘limits’) and Leibniz
(solely by way of ‘infinitesimals’).

The first of the many editions of the first calculus text, Infinitesimal
Calculus with Applications to Curved Lines, by L'Hospital, is from 1696.
(https://en.wikipedia.org/wiki/Guillaume_de_1%27HJC3%B4pital).

Right away, scientists, engineers and mathematicians started using ‘in-
finitesimals’ routinely even though it was almost immediately realized that
‘infinitesimals’—as well as ‘limits’—were not rigorous.

If only because  ‘limits’
can’t be computed but only

5John Holt How Children Fail A classic, first published in the 60s. Free download
guessed and then checked to  from https://archive.org/download/HowChildrenFail/HCF.pdf

see if they are the ‘limit’ SEtienne Ghys, A singular mathematical promenade. 2017. Free download from
Guess what: ‘“infinitesimals’ https://arxiv.org/abs/1612.06373

are still mostly avoided like

the plague!

Arnold would have had the
Fields Medal except his
public opposition to the per-
secution of dissidents had led
him into direct conflict with
influential Soviet officials—
and he suffered persecution
himself, including not being
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And when, over a century later, most mathematicians switched to
‘limits’ which had finally been made rigorous, scientists—and for a long
time even differential geometers—stayed with ‘infinitesimals’ (https:
//en.wikipedia.org/wiki/Calculus#Limits_and_infinitesimals).

Eventually, in 1961, Abraham Robinson (https://en.wikipedia.org/
wiki/Abraham_Robinson), three years over the age limit for the Fields
Medal, finally made “infinitesimals’ rigorous .

Yet, as Vladimir Arnold (https://en.wikipedia.org/wiki/Vladimir_
Arnold) wrote already in 1990: “ Nowadays, when teaching analysis, it is not
very popular to talk about infinitesimal quantities. Consequently present-day
students are not fully in command of this language. Nevertheless, it is still
necessary to have command of it.” (https://en.wikipedia.org/wiki/
Infinitesimal).

In any case, a long time before all that, around 1800, Joseph-Louis La-
grange (https://en.wikipedia.org/wiki/Joseph-Louis_Lagrange), one
of the greatest mathematicians ever, who explicitly wanted to free
CALCULUS from “any consideration of infinitesimals, wvanishing quan-
tities, limits and fluzions”, had developed the approach to CALCU-
LUS by way of the ‘polynomial approximations’ to be used in this
text. (https://en.wikipedia.org/wiki/Charles_Babbage#British_
Lagrangian_School) Eventually, though, Lagrange realized that ‘polyno-
mial approximations’ could not deal with certain pathological cases and re-
verted to ‘infinitesimals’.

However, starting around 1880, yet another all time great mathemati-
cian, Henri Poincaré (https://en.wikipedia.org/wiki/Henri_Poincar’,
C3%A9), used ‘polynomial approximations’ to solve a very large number of
problems so that Lagrange’s ‘polynomial approximations’ are now known as But ‘polynomial approxima-

‘Poincaré expansions’ as well as ‘asymptotic expansions’ ...by mathemati- tions” are still often confused
by teachers with ‘Taylor se-

cians. (https://en.wikipedia.org/wiki/Asymptotic_expansion.) e’ And that g .
ries’. n at 78 most re-

grettable.
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When you have mastered
numbers, you will in fact no
longer be reading numbers, any
more than you read words when
reading books. You will be
reading meanings.

Harold Geneen !

Chapter 0O

Numbers For Calculating

The Numbers We Will Use, 2 o Zero and Infinity, 4 ¢ Numbers In
General, 7 o Real-world Numbers, 13 o Picturing Real World Numbers,
17 « Computing with Real World Numbers, 19 ¢ Size-comparing Real
World Numbers, 23 ¢ Qualitative Sizes, 26 ¢ Computing with Qualitative
Sizes, 33 o Computing with Extended Numbers., 39 o Neighborhoods,

40 o Real Numbers, 55 ¢ Approximating Real Numbers, 58 o Conclusion,
59 .

Before considering CALCULUS according to the real world, it will be No, no, this is not going to be
useful to consider a few aspects of ARITHMETIC according to the real world your usual Review Of Basic

that are usually not granted much attention in ARITHMETIC textbooks. Stuff in disguise!
You should read this Chapter

To begin with, from the model theoretic standpoint, 0 to have an idea of what’s in
there but don’t panic: as you

CAUTIONARY NOTE 0.1 The word 'number’ refers to the real go-on w.lth the later Chqp ters,
there will alsways be clickable

world while a 'numeral’ is the name of a 'number’. belongs to the references and it will then
paper world make perfect sense.

See (https://en.wikipedia.org/wiki/Number) and  https:
//en.wikipedia.org/wiki/Numeral

This being said, in accordance with Interpolation (AGREEMENT 3.1,
Page 187),

! As discussed, very thoroughly, in https://history.stackexchange.com/questions/
45470/source-of-quote-attributed-to-w-e-b-du-bois-when-you-have-mastered-numbers?
rg=1, this famous quote is indeed from Geneen’s book, Managing, Chapter Nine - The
Numbers, p. 151, rather than from W.E.B. Dubois, as often asserted—with no reference.
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https://history.stackexchange.com/questions/45470/source-of-quote-attributed-to-w-e-b-du-bois-when-you-have-mastered-numbers?rq=1
https://history.stackexchange.com/questions/45470/source-of-quote-attributed-to-w-e-b-du-bois-when-you-have-mastered-numbers?rq=1
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AGREEMENT 0.1 This text will not use the word 'numeral’ but

only the word 'number’, leaving it to the reader which is actually
intended.

1 The Numbers We Will Use

By itself, that is without qualifier, the word ‘number’ cannot be defined
because mathematicians, scientists, and engineers all use many different
kinds of ‘numbers’ for many different purposes. (https://en.wikipedia.
org/wiki/Number)

1. Signed decimal numbers. In fact, even “the rest of us” use dif-
ferent kinds of ‘numbers’ depending on:
A. Whether the real world entity we want to deal with is:

» A collection of items
or

» An amount of stuff
and also on:

B. Whether the information we want about the real world entity is:

» The size of the real world entity alone,
or

» The size together with the orientation of the real world entity,
So, the word number should always be used with one of the following qual-

ifiers

Collection Amount
Size only plain whole number  plain decimal number
Size and orientation | signed whole number signed decimal number

ExAMPLE 0.1.

» 783043 is a plain whole numeral which may refer to a collection of people,
» 648.07 is a plain decimal numeral which may refer to an amount of money,
» —547048 308 and +956 481 are signed whole numerals,

» —137.048 8 and +0.048 178 are signed decimal numerals.

EXAMPLE 0.2.

» By "Numbers are beautiful", what will be intended is "Signed decimal nu-
merals are beautiful",

» By "Plain numbers are weird", what will be intended is "Plain numerals,
whether whole or decimal, are weird".


https://en.wikipedia.org/wiki/Number
https://en.wikipedia.org/wiki/Number
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» By "Decimal numbers are handy", what will be intended is "Decimal nu- umber

; : -hangeable
merals, whether plain or signed, are handy". (htingu ole
se

However, in contradistinction with DISCRETE M ATHEMATICS which deals
exclusively with collections of items and therefore uses only whole numbers
(https://en.wikipedia.org/wiki/Discrete_mathematics), CALCULUS deals
only with amounts of stuff and we will use whole numbers only occasionally,
mostly as explanatory backdrop for decimal numbers.

But since constantly having to use qualifiers would be unbearably bur-
densome,

AGREEMENT 0.2 In the absence of qualifier, number will be
short forsigned decimal number.

EXAMPLE 0.3. What will be intended by:

» "Numbers are beautiful" is "Signed decimal numbers are beautiful",

» "Plain numbers are weird" is "Plain numbers, whether whole or decimal, are
weird".

» "Decimal numbers are handy" is " Decimal numbers, whether plain or signed,
are handy".

2. Changeable number vs. set number. In the real world, num-
bers can occur in different ways:
» A number may be changeable in a situtation, that is in that situtation
the number can be changed to any other number.

EXAMPLE 0.4. The people of Jacksville are considering paving part of
the parking lot next to Township Hall and since both the length and the
width of the area to be paved are changeable, people are discussing the pro
and con of 20ft long by 100 feet wide versus 60ft long by 60 feet wide versus
100ft long by 30 feet wide versus etc, etc.

» A number may be set in a situtation that is in that situtation the number
cannot be changed to any other number.

EXAMPLE 0.5. The people in Jillsburg are considering paving part of
the road from City Hall down to the river but since the width is set by the
County, only the length of the area to be paved is changeable and people
are discussing the pro and con of 300 ft long versus 1000 ft long versus 500
ft long versus etc, etc.


https://en.wikipedia.org/wiki/Discrete_mathematics

0

syntactic
semantic
nothingness

Of course, to say that the size
of 0 is 0 merely moves the is-

sue to plain numbers.
After months of waffling!
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EXAMPLE 0.6. The circumference of a circle of diameter 702.36 is equal
to 3.14159 x 702.36 (https://en.wikipedia.org/wiki/Circumference#
Circle),

In that sentence, the number 702.36 is changeable to any other number to get
the circumference of another circle but the number 3.14159 is set. (https:
//en.wikipedia.org/wiki/Pi)

2 Zero and Infinity

Zero and Infinity both play most important roles, different but reciprocal.

1. Zero. Already “the ancient Greeks [...] seemed unsure about the
status of zero as a number.” (https://en.wikipedia.org/wiki/O#Classical_
antiquity).

There are two difficulties with O that separate 0 from other numbers
i. The syntactic difficulty is that, at least to an extent, mathematicians
use 0 only for convenience.

EXAMPLE 0.7. When dealing with addition of signed numbers, not having 0
would create a difficulty when explaining what happens with adding opposite
sign numbers.

On the other hand, as we will discuss in ?? 7?7 - 7?7 (?7), the presence of 0
causes serious difficulties when dealing with division.

ii. The semantic difficulty, actually the more important one, is that noth-
ingness does not exist in the real world in that there is no such thing as a
zero amount of stuff.

EXAMPLE 0.8.
» There is no such thing as a perfect vacuum. (https://en.wikipedia.
org/wiki/Vacuum).
» There is no such thing as an absolute zero temperature. (https://en.
wikipedia.org/wiki/Absolute_zero)

So the second difficulty is that since 0 does not denote any amount in the
real world, 0 has no size and no sign.
Since it is standard practice, though, we will have to accept that


https://en.wikipedia.org/wiki/Circumference#Circle
https://en.wikipedia.org/wiki/Circumference#Circle
https://en.wikipedia.org/wiki/Pi
https://en.wikipedia.org/wiki/Pi
https://en.wikipedia.org/wiki/0#Classical_antiquity
https://en.wikipedia.org/wiki/0#Classical_antiquity
https://en.wikipedia.org/wiki/Vacuum
https://en.wikipedia.org/wiki/Vacuum
https://en.wikipedia.org/wiki/Absolute_zero
https://en.wikipedia.org/wiki/Absolute_zero

2. ZERO AND INFINITY )

. . X X non-zero number
CAUTIONARY NOTE 0.2 0 is considered to be a number in spite infinity

of the fact that 0 does not denote anything in the real world. end of the line

So, what we will do is to distinguish non-zero numbers, that is all numbers
except 0, from just numbers which include 0. So, all non-zero numbers have 57t Pfayigg it both ways
both a size and a sign. convenient

2. Infinity. Like zero, infinity is an ancient issue: “Since the time
of the ancient Greeks, the philosophical nature of infinity was the subject
of many discussions among philosophers.” (https://en.wikipedia.org/
wiki/Infinity)

If only as “And so on.”

i. There are indeed at least two difficulties with infinity:

» The semantic difficulty with infinity is that there is no such thing in the
real world as an infinite collection of items or an infinite amount of stuff

ExAMPLE 0.9. Neither the number of stars in the universe, nor the
amount of energy, is infinite. Hugely huge, yes, beyond our ability even to
imagine, yes, infinite, no.

» Another difficulty with infinity is that, while numbers are endless, in the
real world, sooner or later, we alway get to the end of the line. (https:
//en.wikipedia.org/wiki/End_(topology) If we try to go farther and
farther away, we have the feeling that the longer we go, the farther away
we will get and that there is nothing to keep us from getting as far away
as we want. But this is not really the case, nothing is endless .

ExXAMPLE 0.10. Even though Magellan died in 1521 while trying to
go as far away from Seville as he could, his ships kept on going west. And
one of them eventually reached ... home, bearing witness that there was no
going around the fact that the earth is round. (https://en.wikipedia.
org/wiki/Ferdinand_Magellan#Voyage)


https://en.wikipedia.org/wiki/Infinity
https://en.wikipedia.org/wiki/Infinity
https://en.wikipedia.org/wiki/End_(topology)
https://en.wikipedia.org/wiki/End_(topology)
https://en.wikipedia.org/wiki/Ferdinand_Magellan#Voyage
https://en.wikipedia.org/wiki/Ferdinand_Magellan#Voyage
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ii. As with zero, mathematicians tend to ignore the first difficulty but do
acknowledge the second difficulty by occasionally compactifying numbers
in either one of two ways:

» One-point compactification: Since what looks to us like a straight
line is in reality just a piece of a Magellan circle, (https://www.
quantamagazine.org/what-shape-is-the-universe-individuald-or-flat-20191104/),
we can compactify a straight line into a Magellan circle by adding oo,
that is the point “down under” from the origin, as end of the line.
(https://en.wikipedia.org/wiki/Projectively_extended_real_line)

Antipode/_\Center of
the earth
........ 1 point at infinity 7

Magellan
circle

..... o

~_

0
0

2Origin

MagellanJ
circle

However,

CAUTIONARY NOTE 0.3 o0 is not a number

» Two-points compactification: The other way mathematicians use to
prevent numbers from being endless is to end the positive numbers and
the negative numbers separately: the positive numbers with 400 and
the negative numbers with —oo. (https://en.wikipedia.org/wiki/
Extended_real_number_line)


https://www.quantamagazine.org/what-shape-is-the-universe-individuald-or-flat-20191104/
https://www.quantamagazine.org/what-shape-is-the-universe-individuald-or-flat-20191104/
https://en.wikipedia.org/wiki/Projectively_extended_real_line
https://en.wikipedia.org/wiki/Extended_real_number_line
https://en.wikipedia.org/wiki/Extended_real_number_line
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However,

CAUTIONARY NOTE 0.4 +4oo and —oo are not numbers but
what are often called extended numbers.

3 Numbers In General

If only for the sake of economy, other than in EXAMPLES, we won’t deal with
given numbers but with what applies to any number one could give.

1. Points. However, and in spite of CAUTIONARY NOTE 0.2 - 0 is
a dangerous number (Page 5) and CAUTIONARY NOTE 0.3 - oo is not a
number (Page 6), and because, for all their differences, we will be using 0,
00, and non-zero numbers pretty much in the same way, it will be extremely
convenient to use

DEFINITION 0.1 By the word point, we will mean any of the fol-
lowing:

» Any non-zero number,

» 0, (Even though 0 has no sign.)

» oco. (Even though oo is not a number.)

In particular, it will be extremely convenient to see the points oo and 0
as points that are reciprocal of each other.

Nevertheless:

extended number
point
point



variable
formula
declare

global variable
T

Yy

z
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CAUTIONARY NOTE 0.5 One cannot compute with points be-
cause the rules for computing with non-zero numbers and with 0 are
different and we cannot compute with oo very much at all.

2. Global variables. A variable is a symbol that does not denote
any particular number but which works like an empty box in a formula
awaiting whatever number we will declare for the formula to become a
sentence. (https://en.wikipedia.org/wiki/Variable_(mathematics))

EXAMPLE 0.11.

Declare 702.36

The circumference of a circle of diameter is equal to 3.14159 X

yields the sentence at the beginning of EXAMPLE A.9 (Page 506)

Because numbers can occur in different ways, we will be using different
kinds of variables:
i. When we want to deal with all numbers (Inclunding 0) we will use

DEFINITION 0.2 &z, y, and z are (symbols for) global variables
which can thus be replaced by any number we declare.

EXAMPLE 0.12. In ExamMPLE A.7 (Page 505), until the people in

People against paving can Jacksville declare what they want, we can denote the length and the width

vote for declaring 0.

of the area to be paved with the global variables x and y.

LANGUAGE NOTE 0.1 We are using the qualifier “global” to
distinguish from another kind of standard variable which we will in-
troduce in Section 12* - Real Numbers (Page 55) for which we will
use the qualifier “local”.

CAUTIONARY NOTE 0.6 Global variables can be replaced by 0
in view of CAUTIONARY NOTE 0.2 - 0 is a dangerous number (Page 5)
but not by oo in view of CAUTIONARY NOTE 0.3 - 0o is not a number
(Page 6)



https://en.wikipedia.org/wiki/Variable_(mathematics)
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ii. Non-zero global variables. We mentioned in Subsection 3.1 - Points
(Page 7) that there are situations in which we cannot use 0 and so, in these
situatuions, we cannot use global variables either and we will use

DEFINITION 0.3 ., Yxo, Zx0 are (symbols for) non-zero global
variables which can thus be replaced by any non-zero number we
declare.

LANGUAGE NOTE 0.2  Non-zero variables are not standard sym-
bols and, instead, symbols for global variables are used together with
a separate stipulation that only non-zero numbers can be declared.
But we will find non-zero variables convenient because there is then
no need to interrupt the flow.

EXAMPLE 0.13. One cannot write % without writing somewhere not too far
something like “(z # 0)" to prevent replacement by 0. So, we will write ﬁ

iii. Set variable. There are situations where there is a particular number
playing a particular role.

EXAMPLE 0.14. In a mystery novel, there usually is someone "who did it"
and the detective has to use words like "the perpetrator" to say things like "the
n n

perpetrator wasn't looking for money", "the perpetrator’'s weapon", "Someone
must have seen the perpetrator because ...". etc

So we will use

DEFINITION 0.4 ¢, Yo, 2o are (symbols for) set variables which
can thus be replaced by any set numbers.

EXAMPLE 0.15. In EXAMPLE A.8 (Page 506), until the peope in Jillsburg
declare what /ength they want to be paved, we can can symbolize the length
length to be paved by y but we have to symbolize the width by x(y because it
set by the County.

LANGUAGE NOTE 0.3  There is no standard name for the sym-
bols xg, Yo, zo even though the symbols themselves are completely
standard.

We use “set” because the set numbers by which these variables
can be replaced will be reset in each new situation. (https://en.

non-zero global variable
T

Y0

220

set variable

i)

Yo


https://en.wiktionary.org/wiki/set#Adjective
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expression

generic expression wiktionary.org/wiki/set#Adjective)

evaluate

szm EXAMPLE 0.16.  In ExAMPLE A.8 (Page 506), while the County in which
r(\’p'lfm‘/ Jacksville and Jillsburg are set the width of paved roads at, say, 20 Ft, another
individual expression County could set it at, say, 24 Ft.

execute

3. Generic expression. In MATHEMATICS, an expression is formed
according to rules with symbols that can be numbers, variables, operations,
and ‘functions’, together with symbols to determine the order of opera-
tions. (Rephrased from https://en.wikipedia.org/wiki/Expression_
(mathematics))

You may also want to look at an old, classic game: https://en.wikipedia.
org/wiki/WFF_%27N_PROOF or https://americanhistory.si.edu/collections/
search/object/nmah_694594/

For our purpose, though, it will be enough to define a generic expres-
sion as an expression involving at least one global variable.

EXAMPLE 0.17. In EXAMPLE 0.49 (Page 28), the cost to Jackstown for
paving an = Ft. by y Ft. rectangular area at z Dollars per Sq.Ft. would be
given by the generic expression Cost(z,y,2) =x X y X z.

EXAMPLE 0.18.
» To express that one times any number is equal to that number, we write
the generic expression:
lxzrz==x

» To express that the order in which we add any two numbers does not matter,
we write the generic expression:
r+y=y+x
» To express that the order in which we add any three wholenumbers does
not matter, we write the generic expression:

(x+y)+z=a+(y+2)

4. Evaluation at a given number. We can usually evaluate a
generic expression at a given number:

PROCEDURE 0.1 To evaluate a given generic expression in terms of [&
at a given number [Zg:


https://en.wiktionary.org/wiki/set#Adjective
https://en.wiktionary.org/wiki/set#Adjective
https://en.wiktionary.org/wiki/set#Adjective
https://en.wikipedia.org/wiki/Expression_(mathematics)
https://en.wikipedia.org/wiki/Expression_(mathematics)
https://en.wikipedia.org/wiki/WFF_%27N_PROOF
https://en.wikipedia.org/wiki/WFF_%27N_PROOF
https://americanhistory.si.edu/collections/search/object/nmah_694594/
https://americanhistory.si.edu/collections/search/object/nmah_694594/
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i. Declare the given number by writing the declaration ,
g Il o witive |-<—-
read “J] to be replaced by [#gl", to the right of the generic expression:

generic expression in terms of [& |
-

ii. Replace every occurence of @ in the generic expression in terms
of [ by the declared number [ to get the individual expression in
terms of the given number &g

individual expression in terms of [&g]

iii. Execute the individual expression in terms of [@ , that is carry

out the operations according to the rules.

. . W o+7
DEMO 0.1a To evaluate the generic expression —— at
i. We declare the given - by writing the declaration ‘ read

-
‘M@l to be replaced by - to the right of the generic expression:
@ e+7
& o +3
LB ]
ii. We get the individual expression for the given - by replacing every
occurence of @ in the generic expression by the given -:

B o7
5l o +3

iii. We execute the individual expression in terms of-, that is we

carry out the operations according to the rules:
+25 6 +7

Bl o +3
N
+8

11

In standard CALCULUS texts,
step i. is usually omitted.
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+4.5

Unfortunatley, there are three issues:

A. Generic expressions cannot be evaluated at 88 in view of CAUTION-
ARY NOTE 0.3 - oo is not a number (Page 6),
B. Generic expressions cannot always be necessarily evaluated at a num-

ber [,

. . @ o+7
DEMO 0.1b To evaluate the generic expression ——  at
s P o3 =
i. We declare the given - by writing the declaration ‘ read

- =
“l&@ to be replaced by - to the right of the generic expression:
@ o+7
Eo+3
LB ]
ii. We get the individual expression for the given - by replacing every
occurence of @ in the generic expression by the given -:

B e+
Bilo+3

ili. We try to execute the individual expression in terms of-, that
is we carry out the operations according to the rules but the execution
comes immediately to a halt

+90 +7
0
+2
0

because when dividing, say $2 among 0 people we can promise any
share.

And things can easily turn out even more complicated. For instance:

+2

DEMO 0.1c To evaluate the generic expression ———— a
8 P Eo -3
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i. We declare the given - by writing the declaration ‘-<—- read
“N&] to be replaced by - to the right of the generic expression:
@16 +9
Eo -3
LB
ii. We get the individual expression for the given - by replacing every
occurence of @ in the general expression by the given -:

B o+
8o -3

iii. We try to execute the individual expression in terms of - that is
we carry out the operations according to the rules but the execution
comes immediately to a halt:

+96 +9
0
0

0

because dividing, say $0 among 0 people, allows for any share.

C. Last but not least and as we will see in Section 1 - Global Input-Output
Rules (Page 207), inasmuch as CALCULUS is intended to deal with ‘change’,
evaluating a generic expression at a number [#] will not provide enough
information for us to figure out changes near [&g]-

EXAMPLE 0.19. We cannot tell the speed of a car from just a still picture.

We will be able to overcome all these dificulties but only in Section 11 -
Neighborhoods (Page 40) because we will first have to look at several things
and then build the necessary machinery.

4 Real-world Numbers

An important feature of a decimal number is how many digits the number
has. (https://en.wikipedia.org/wiki/Numerical_digit)

And then, when we want to specify, that is when we want to denote in
order to bring about a specific result (https://www.thefreedictionary.

digit
specify

Other than the digit 0!


https://en.wikipedia.org/wiki/Numerical_digit
https://www.thefreedictionary.com/specify

figure
significant
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com/specify), there is a difference between what is necessary to specify a
collection of items and what is necessary to specify an amount of stuff.

1. Non-zero digits The more non-zero digits (whether left or right
or both sides of the decimal point) a number has, the less likely the number
is to denote anything in the real world..

EXAMPLE 0.20. None of the following numbers

+602 528 403 339 145 485 295 666 038 294 891 392 775 987 378 000 261 234 386 384
558 003 000 384 203 771 790 349 303 000 000 000 809 234 329 262 234 085 108 500
000002 891 038 456 666

—Ogg602 528 403 339 145 485 295 666 038 294 891 392 775 987 378 000 261 234 386 384
558 003 000 384 203 771 790 349 303 000 000 000 809 234 329 262 234 085 108 500
000 002 891 038 456 666

+602 528 403 339 145 485 295 666 038 294 891 392 775 987 378 000 261 234 386 384
558 003 000 384 203 771 790 349 303 000 000 000 809 234 329262 234 085 108 500
000002 891 038 456 666

is likely to denote anything in the real world.

LANGUAGE NOTE 0.4 Figure is the name often used instead of
digit but In this text we will stick to digit,

2. Significant digits. Indeed, only so many digits can be signifi-
cant, that is can be describing anything in the real world. (https://en.
wikipedia.org/wiki/Significant_figures

EXAMPLE 0.21. To say that “the estimated population of the US was
“328 285992 as of January 12, 2019" (https://en.wikipedia.org/wiki/
DEMOgraphy_of_the_United_States on 2019/02/06) is not reasonable be-
cause at least the rightmost digit, 2, is certainly not significant: on that day,
some people died and some babies were born so the population could just as
well been denoted as, say, 328 285991 or 328 285 994.

EXAMPLE 0.22. Thenumbers given in https://en.wikipedia.org/
wiki/Iron_and_steel_industry_in_the_United_States are much more
reasonable: ‘In 2014, the United States |[...] produced’ 29 million metric tons
of pig iron and 88 million tons of steel.” Similarly, “Employment as of 2014
was 149,000 people employed in iron and steel mills, and 69,000 in foundries.
The value of iron and steel produced in 2014 was 113 billion.”


https://www.thefreedictionary.com/specify
https://www.thefreedictionary.com/specify
https://en.wikipedia.org/wiki/Significant_figures
https://en.wikipedia.org/wiki/Significant_figures
https://en.wikipedia.org/wiki/DEMOgraphy_of_the_United_States
https://en.wikipedia.org/wiki/DEMOgraphy_of_the_United_States
https://en.wikipedia.org/wiki/Iron_and_steel_industry_in_the_United_States
https://en.wikipedia.org/wiki/Iron_and_steel_industry_in_the_United_States
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Identifying significant digits, however, is not a simple matter (https://

en.wikipedia.org/wiki/Significant_figures#Identifying significan

figures) and neither is determining in the result of a calculation which
digits will be significant (https://en.wikipedia.org/wiki/Significant_
figures#Arithmetic).

3. Size of a collection of items. In the case of a collection of items,
things are simple because:
» the whole number counted to denote how many items we get

will never differ from

» the whole number given to denote how many items we wanted,
so that, in order to specify a collection of items we need only specify how
many items we want in the collection.

4. Size of an amount of stuff. While, in order to denote the amount
of stuff we want we need only give a number, in order to denote what we
get is another matter because we have to measure this amount of stuff and
there will always be some uncertainty in the measurement because of such
things as the quality of the equipment used to measure the amount, the
ability of the person doing the measurement, etc. Therefore, the measured
number will always differ from the given number by some error.

EXAMPLE 0.23. We cannot really say “we have 2.3 quarts of milk” because
what we really have depends on the care with which the milk was measured.
The uncertainty may of course be too small to matter ... but then may not.

As Gowers (Fields Medal 1998) put it (6'" paragraph of https://
www.dpmms . cam.ac.uk/~wtgl0/continuity.html), “[...] a measurement
of a physical quantity will not be an exactly accurate infinite decimal. Rather,
it will usually be given in the form of a finite decimal together with some
error estimate: x = 3.14+0.02 or something like that.” [Where 3.14 £ 0.02
is to be read as 3.144 some number smaller-size than 0.02]

5. Specifying an amount of stuff. In Section 1 - The Numbers We
Will Use (Page 2), we pointed out that we use different ‘numbers’ to denote
what we have or what we want. But while using numbers is sufficient to
denote what we have, in the case of an amount of stuff using numbers is not
sufficient to specify what we want
» the decimal number measured to denote how much stuff we get

measure

uncertainty

iffer

NEfther of which will be con-
sidered in this text!

Which, of course, is not to
say that people—deliberately
or not— will never miscount.

At this point, you ptobably
won’t be able to make much
of the rest of Gowers’ pa-
per but even a cursory glance
will show his concern with
the real world. Rare for a
mathematician!


https://en.wikipedia.org/wiki/Significant_figures#Identifying_significant_figures
https://en.wikipedia.org/wiki/Significant_figures#Identifying_significant_figures
https://en.wikipedia.org/wiki/Significant_figures#Identifying_significant_figures
https://en.wikipedia.org/wiki/Significant_figures#Arithmetic
https://en.wikipedia.org/wiki/Significant_figures#Arithmetic
https://www.dpmms.cam.ac.uk/~wtg10/continuity.html
https://www.dpmms.cam.ac.uk/~wtg10/continuity.html
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will always differ by some error from
» the decimal number given to denote how much stuff we wanted,

CAUTIONARY NOTE 0.7 A number cannot specify an amount
just by dtself.

So, scientists and engineers use specifications that consist of two numbers:

» a number to denote how much stuff they want,

» a number to denote the tolerance that is the size of at most how much
the measured number is allowed to differ from the given number (https:
//en.wikipedia.org/wiki/Engineering_tolerance).

EXAMPLE 0.24. We can order “6.4 quarts of milk"” with an error of at
most 0.02 quarts of milk.

But, rather unfortunately, it is standard to write, as Gowers did above:
r=x9xT

that is that the measured number is equal to the given number + the toler-
ance!
EXAMPLE 0.25. Strictly speaking, it makes no sense to specify
+6.4 + 0.02 because that would specify +6.42 or +6.38. But what is meant
by that is that we are specifying +6.4 @& a signed error whose size is smaller
than 0.02 where 0.02 is the given tolerance.

We can then restate CAUTIONARY NOTE 0.7 - A number cannot specify
an amount just by itself (Page 16) in a more constructive manner:

CAUTIONARY NOTE 0.7 (Restated) A number cannot specify
an amount just by itself

EXAMPLE 0.26. While we cannot specify an amount of 6.4 quarts of milk
(27 (?7), we can specify an amount of 6.4 quarts of milk with a tolerance of
0.02 quarts of milk: what can then be poured will be 6.4 & a plain decimal
number of quarts of milk smaller than 0.02.

Of course, not all differences are significant, that is carry information
that is relevant to the real world situation.
EXAMPLE 0.27. The difference between $3. and $8. is the same as the
difference between $1 000000 003. and $1 000000 008., namely $5.. However,
while the difference between $3. and $8. is significant because $5. is in the same
range as $3. and $8., the difference between $1 000 000 003. and $1 000 000 008.


https://en.wikipedia.org/wiki/Engineering_tolerance
https://en.wikipedia.org/wiki/Engineering_tolerance
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is ... insignificant because $5. is much smaller than both $1 000000 003. and
$1000000 008..

6. Real world numbers. Like all scientists and engineers,

DEFINITION 0.5 By real world numbers, we will mean (signed
decimal) numbers all whose digits are significant.

And so, from now on,

AGREEMENT 3.1 (Restated) Interpolation will be short for
real world number.

7. Giving a number. There are at least three ways to give a num-
ber:
e The number itself can be given

EXAMPLE 0.28. Consider the number —107.53

e The number can be given as the result of a calculation

EXAMPLE 0.29. Consider the number that results from multiplying +41.06
and +0.0317

e The number can be given as the solution of an equation.

EXAMPLE 0.30. Consider the number 3 copies of which multiply to +27.

So, given numbers, in particular the numbers we will use in EXAMPLES and
DEMOS, will of course be real world numbers.

5 Picturing Real World Numbers

1. Quantitative rulers. So, to picture numbers, we will use quanti-
tative rulers which are essentially just what goes by the name of “ruler” in
the real world, that is an oriented straight line with equidistant tickmarks
together with a denominator.

The scale of a quantitative ruler is the ratio of any distance on the
quantitative ruler to the corresponding distance in the real world (https:
//en.wikipedia.org/wiki/Scale_(represent)

real world number

real world number

give

quantitative ruler
tickmark

scale

And real world numbers are
not at all the same as 'Real

Numbers’ which will be dis-
cussed in 7?7 7?7 - 77 (?77)


https://en.wikipedia.org/wiki/Scale_(represent)
https://en.wikipedia.org/wiki/Scale_(represent)
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number line ExXAMPLE 0.31. The following :
axis
side ;
Distance on the
S N . - Denominator
quantitative ruler . B Origin
! ! ! ! ! 1 ! ! ! ! »Inches
N N N, AN N N N
£, S 6, T, %, W, X, Y, O 4
C, 7 &) C C, o, 0 7 g
Y % D Y D% D D %

Distance in the —

real world \41000 Inches

. . . . %inch 1
is a quantitative ruler whose scale is 1555mar = 7000

LANGUAGE NOTE 0.5 Number line is the name most often used
instead of quantitative ruler but another often used name is axis
However, in this text we will stick to quantitative ruler.

2. Origin. Quantitative rulers must have a tickmark labeled 0 as an

origin,
EXAMPLE 0.32.
Origin
I I I I I I I I I I > Inches
AN AN AN AN AN AN N
2 N 6 U e W, 2 VL, 0 7
o, 0, %0, Yo, o, Yo, Y0, 0 7
Y %D D D D B Db Y %

To know where the origin is is necessary because:
e The sign of a number says which side of the origin the number is—as
seen when facing 0—and we will agree that

AGREEMENT 0.3 When facing 0,
» Positive numbers (+ sign) will be to the right of the origin 0,
» Negative numbers (— sign) will be to the left of the origin 0.

EXAMPLE 0.33. On a quantitative ruler,
Since Sign —5 = — , the number —5 is left of 0.

Since Sign +3 = +, the number +3 is right of 0.
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symimetrical
1 1 1 ® 1 1 1 1 i 1 1 & 1 1 — Meters ) e

-8. -7. 6. _.5‘ —-4. 3. 2. 1. 0. +1. +2. +I3. +4. +5. +6.
i Left of 0 71| Right o0
LEFT / RIGHT

e The size of a number says how far from 0 the number is on a quantitative
ruler. Since opposite numbers have the same size, opposite numbers are
symmetrical relative to the origin.

EXAMPLE 0.34. Thenumbers —5.0 and +5.0 have the same size,
namely 5.0, so they are equally far from 0:

. 5 away from 0 5 away from 0 :

> > | < >
1 1 1 ‘ 1 1 1 1 1 1 1 1 6 1 Liters
-8. -7. -6. 5. 4. 3. 2. 1. 0. +1. +2. +3. +4. +5. +6.

6 Computing with Real World Numbers

There are also several issues we need to bring up that all have to do with the
fact that computing with signed numbers automatically involves computing
with plain numbers, thereby creating a risk of confusion.

1. Comparing given numbers. The most important thing to keep
in mind is that :

i. Comparing signed numbers (??7 7?7 - 7?7 (?7)) is quite different from com-
paring plain numbers—even though we use the same symbols, <, >, and =,
with both plain numbers and signed numbers:

» Positive numbers compare the same way as their sizes,

» Negative numbers compare the opposite way from their sizes,

and:
» given numbers with opposite signs compare regardless of their sizes.

and

ii. The everyday use of plain numbers with words instead of symbols to in-
dicate the orientations can make using the words larger than, smaller than

and equal to quite confusing.



D

o

addition
subtraction

7?27 -77 (?7?) uses the sym-
bols & and ©.

Which is presumably why,

say, +13.73 and —78.02
used to be written as
+13. ~78.02 since

has the same advantages as
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EXAMPLE 0.35. In everyday language, we say that
A $700 expense is larger than a $300 expense
because 700 is larger than 300 but the word expense cannot be seen as just
meaning — because
—700 is smaller than —300.

CAUTIONARY NOTE 0.8 Larger than, smaller than, equal to
have different meanings depending on whether we are comparing
stgned numbers or comparing plain numbers.

2. Adding and subtracting given numbers. Notice that we have
been using + and — not only as symbols for addition and subtraction of
plain numbers, both whole and decimal, in spite of these being already quite
different sets of numbers, but now also as symbols to distinguish positive
numbers from negative numbers.

So, to avoid confusion as much as possible,

DEFINITION 0.6 & and 6, read “oplus” and “ominus”, will be the
symbols we will use for addition and subtraction of signed numbers.

While the main point of the O around the symbol is to remind us to take
care of the signs, another benefit is that using ¢ and © lets us avoid having
to use lots of parentheses.

Instead of the standard
—44,29 — (422.78),

EXAMPLE 0.36.
—23.87 + (—3.03),

we will write:
—23.87 @ —3.03, —44,29 © 422.78, +12.04 © —41.38

which makes it clear without using parentheses which are symbols for calcula-

tions and which are symbols for signs.

+12.04 — (—41.38)

THEOREM 0.1 Opposite numbers add to 0:

x = Opposite y iff zhy=0

3. Multiplying and dividing real world numbers.
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~
)

i. While we could use the symbol ® for the multiplication of signed given ©
numbers, we will use the symbol ® because the symbol - is the usual

practice in CALCULUS texts. Z?l?é' ??d(??) uses the sym-

0OLS ana —.
ii. Similarly, while we could use the symbol @ for the division of signed given

numbers, we will use the fraction bar — because it is the usual practice in )
For good reasons as you will

CALCULUS texts. see. And mno circle around

ExAMPLE 0.37. that one either!

+20+5=+10, +20-5=-10, -20+5=-10, —-260-5=+10

+12 _ +12 _ —12 _ —12 _

= =+4, = =14 = =4 —5 =4,

THEOREM 0.2 Reciprocal non-zero numbers multiply to +1
x4 = Reciprocal y., iff T D Yo = +1

4. Operating with 0. As warned in CAUTIONARY NOTE 0.2 - 0 is
a dangerous number (Page 5), the behavior of 0 with multiplication and
division causes difficulties.
i. Both 0 multiplied by any number and any number multiplied by 0 result
in 0:
0xr=0andz®0=0
The difficulty is that, while we are used to conclude from, say * @ —7 =
y ® —7, that z = y, we cannot do so from x ® 0 =y ® 0
ii. We cannot divide a number, any number, by 0 because what would be
the share in the real-world if we could divide 7 apples among 0 people?
And then, while we can say that 12-+-4 = 3 because when we share in the
real-world 12 apples among 4 people each person gets 3 apples, to say that
12 + 0 = some number would mean that 0 x that number = 12 as menioned
in i.
iii. Since:
» We cannot divide 1 by 0,

and
» 00 is not even a number,

we cannot say, as much as we would want to, that 0 and oo are reciprocal But wait, don’t despair, we
of each other will, we will. Just be a bit
) patient.

5. Operating with more than two given numbers Given three
numbers, let’s call them Number One, Number Two, Number Three (which
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rule may or may not be the same) and two operations, let’s call them operation
one and operation two (which may or may not be the same):
Number One operation one Number Two operation two Number Three

the overall result will usually depend on the order in which we perform the
operations.

ExAmMPLE 0.38. —3©64+56—-7 a. 36456 -7 b. -364+56 -7
N—_—— N—_——

-8 +12
—_— —— —_— —
-1 —15

EXAMPLE0.39. —30+5d—7 a. 30 +56d -7 b. -30+5¢ -7
—15 —2

—_— —_—
—22 +6

So, another reason to use @,i. So, to indicate which operation(s) is/are intended to be performed ahead
etc as that keeps the number of the other(s), one uses parentheses, ().
of parentheses down. L .
However, when one attempts to minimize the number of parentheses, stating
“rules” to indicate the order in which operations are to be performed is ac-
tually a surprisingly complicated issue. (See https://en.wikibooks.org/
wiki/Basic_Algebra/Introduction_to_Basic_Algebra_Ideas/Order_of _
Operations and/or https://en.wikipedia.org/wiki/Order_of_operations)
Because we will want to focusii. So, in order to keep matters as simple as possible, this text will always

on the CALCULUS rather than use however many parentheses will be necessary and we will just agree that
on the ALGEBRA.

the only
In other words, no PEM- AGREEMENT 0.4 Computable expressions are expressions that,
DAS, no BEDMAS, no after parentheses surrounding a single number (if any) have been
BODMAS, no BIDMAS.

o removed,

(https: //en. wikipedia. . . .
org/ wiki/ Order_ of Rule A. Do not include only one parenthesis (left or right),
operations ) Rule B. May include two surrounding parentheses.
Just WYSIWYG.

ExAamMPLE 0.40. In EXAMPLE 0.16, using AGREEMENT 0.3 - Sides of the

origin (Page 18),
a. With (=36 +5) o —T,
- We cannot perform © as the expression +5) © — 7 breaks Rule A.

- We can perform © as the expression (—3© + 5) complies with Rule B.

The computation would thus be writen:


https://en.wikibooks.org/wiki/Basic_Algebra/Introduction_to_Basic_Algebra_Ideas/Order_of_Operations
https://en.wikibooks.org/wiki/Basic_Algebra/Introduction_to_Basic_Algebra_Ideas/Order_of_Operations
https://en.wikibooks.org/wiki/Basic_Algebra/Introduction_to_Basic_Algebra_Ideas/Order_of_Operations
https://en.wikipedia.org/wiki/Order_of_operations
https://en.wikipedia.org/wiki/Order_of_operations
https://en.wikipedia.org/wiki/Order_of_operations
https://en.wikipedia.org/wiki/Order_of_operations
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SiZ()—(T()Hlp&I‘C

(-36+5)0-7 =(-8 -7 =-80-T=-1
—_———
Step can be skipped
b. With —35 (+56 —7),
- We cannot perform © as the expression —3 © (+5 breaks Rule A.

- We can perform © as the expression (+5© — 7) complies with Rule A and
Rule B. The computation would thus be written:

30 (+be -7 =-30(+12) = -30+12=-15

| S ——
Step can be skipped

EXAMPLE 0.41. In EXAMPLE 0.17 (Page 10) 0.17, using AGREEMENT
0.3 - Sides of the origin (Page 18),
a. With (=30 +5)® —T:
- We cannot perform & as the expression +5) @ — 7 breaks Rule A.
- We can performe @ as the expression (—3 ® + 5) complies with Rule B.
The computation would thus be writen:
(304+5)® -7 =(-15) @ -7T=—-150—-7=—-22
—_——
Step can be skipped
b. With =30 (+5® —7):
- We cannot perform © as the expression —3 (45 breaks Rule A.
- We can perform @ as the expression (+5@® — 7) complies with Rule B.
The computation would thus be written:
-30(Hb®-7) =-30(-2) =-30-2=+6

| S —
Step can be skipped

7 Size-comparing Real World Numbers

Aside from comparing signednumbers as we did in Subsection 7.1 - Size-
comparing vs. comparing sizes (Page 24), we can also size-compare (signed)
given numbers, that is we can compare the (signed) numbers in terms of only
their sizes and regardless of their signs:

DEFINITION 0.7 Given two (signed) numbers z and y,
» = is smaller-size than y iff Sizex is smaller than Size y,
» z is larger-size than y iff Sizex is larger than Sizey,



smaller-size
larger-size
equal-in-size

Getting there, eh?
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» z is equal-size to y iff Sizez is equal to Sizey, (So, iff =z
and y are either equal or opposite.)

EXAMPLE 0.42.

» —234 is larger-size than +32 (Even though —234 is smaller than +32)
» +71 is smaller-size than —728 (Even though +71 is larger than —728)
» —35 is equal-size to +35. (Even though —35 and 435 are opposite.)

In particular:

THEOREM 0.3 Sizes of reciprocal numbers:

» The larger-size a non-zero number is, the smaller-size its reciprocal,
and
» The smaller-size a non-zero number is, the larger-size its reciprocal.

Proof. zzzzz O

1. Size-comparing vs. comparing sizes. There is a big difference
between:
» size-comparing two signed given numbers
and
» comparing the sizes of two signed numbers
In the first case, what we are talking about are signed numbers—as it hap-
pens from the point of view of their sizes, while, in the second case, what
we are talking about are plain numbers—which happen to be sizes of signed
numbers.

EXAMPLE 0.43. There is a big difference between
» Age-comparing two people,
and

» Comparing the ages of two people.
In the first case, what we are talking about are people while, in the second
case, what we are talking about are numbers.

EXAMPLE 0.44. Since:
i. The size of —7is 7
ii. The size of —3 is 3
Then,
The size of —7 is larger than [the size of +3
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is a statement about the sizes of —7 and +3 but

- is larger-size than -

is a statement about thenumbers —7 and +3 themselves.

2. Procedure. But size-comparing is almost invariably confused with
“comparing sizes. And, because we always want to know what we are talking
about and to avoid any confusion in the matter, it will be convenient to use:

PROCEDURE 0.2 To size-compare two (signed) numbers

i. Get the plain numbers that are the sizes of the given numbers,
ii. Compare the plain numbers,
iii. Use DEFINITION 0.4 - ¢, Yo, zo (Page 9).

DeEmo 0.2
To size-compare the signed numbers - and -

i. We get their sizes: the size of - is 7.5 and the size of - is
3.2
ii. We compare their sizes:

Since 7.5 > 3.2

_ is-larger-than _

iii. Using DEFINITION 0.4 - g, yo, zo0 (Page 9), we conclude that

- is-larger-size-than -

The trouble in most textbooks, though, is that the first step is the only
one that is explicited while the rest is supposed to “go without saying”,
perhaps because, unfortunately,

CAUTIONARY NOTE 0.9 There are no symbols for size-
comparisons of numbers.

so that, in view of CAUTIONARY NOTE 0.4 - 400 and —oo are not numbers
(Page 7), we will have to say larger-size and smaller-size, in so many words,
as in DEFINITION 0.3 - Non-zero global variables (Page 9).

3. Picturing size-comparisons of given numbers Given two num-
bers,



individualr
farther

And, of course, one a bit
more complicated.
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» The smaller-size number is individualr to 0 than the larger-size number,
» The larger-size number is farther from 0 than the smaller-size number.

EXAMPLE 0.45. Given the numbers | —7.5 and  +3.2 , we saw in EXAM-
PLE 1.27 (Page 93) that
» —7.5 is larger-size-than '+3.2 ,

and therefore that

» +3.2 is smaller-size-than —7.5 ,
After picturing | —7.5 and | +3.2

Farther from 0 Closer from 0

—7.5 < >+3.2

1 ‘a 1 1 1 1 1 1 1 ‘ 1 1 1 =: 1 1 1 )
-8.1-7. -6. 5. 4. 3. 2. 1. 0. +1. +2. +3.. +4. +5. +6.
Larger-in-size Smaller-in-size

we see that
» —7.5 is farther from 0 than +3.2,

» +3.2 is individualr to 0 than [—=7.5,

8 Qualitative Sizes

Mathematicians calculate in exactly the same way with all (signed decimal)
numbers, regardless of their size.

EXAMPLE 0.46. +0.3642 and —105.71 are added, subtracted, multi-
plied and divided by exactly the same rules as —41008 333 836 092.017 and
—0.000001607.

In theory, we can of course give any (signed decimal)numbers we want but,
in the real world, things work in a different way.

1. Sizes beyond belief. To begin with, there are unbelievably many
numbers that are unbelievably larger-size than any number you care to imag-
ine as well as unbelievably many numbers that are unbelievably smaller-size
than any number you care to imagine:

» We all went through a stage as children when we would count, say, “one,
two, three, twelve, seven, fourteen, ...” but soon after that we were able
to count properly and then we discovered that there was no largest num-
ber: we could always count one more. (Of course, counting backwards
into the negative numbers has no end either so there is no largest-size
number.) But that was only the tip of the iceberg.
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EXAMPLE 0.47. Start with, say —73.8, and keep multiplying by 10 by
moving the decimal point to the right, inserting Os left of the decimal point
when it becomes necessary

-73.8
-738.
-7380.
-73800.
-738000.
-7380000.

-738 000 000 000 000 000 000 000 000 000 000.

This last number is probably already a lot larger-size than any number you If not, just keep inserting 0s
are likely to have ever encountered. until you get there!

(See https://en.wikipedia.org/wiki/Large_numbers#Large_numbers_
in_the_everyday_world)

» On the other hand, as children knowing only plain whole numbers, we
thought there was a number smaller than all other numbers, namely 1
or perhaps 0. With decimal numbers, though, there is no smallest-size
number.

EXAMPLE 0.48. Start with, say 41.6, and keep dividing by 10 by moving
the decimal point to the left, inserting Os right of the decimal point when

it becomes necessary.
41.6

4.16

0.416
0.0416
0.004 16
0.000416
0.0000416
0.000004 16

0.000 000 000 000 000 000 000 000 000 000 000 000 004 16

This last number is probably already a lot smaller-size than any number you ¢, 1cor inserting 0s until
are likely to have ever encountered in a real world situation. you get there!


https://en.wikipedia.org/wiki/Large_numbers#Large_numbers_in_the_everyday_world
https://en.wikipedia.org/wiki/Large_numbers#Large_numbers_in_the_everyday_world
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range 2. Ranges of numbers. For scientists and engineers, numbers fall
metric

X into size ranges that depend of course on what they are doing.
out-of-range

EXAMPLE 0.49. The numbers that astrophysicists (https://en.
wikipedia.org/wiki/Astrophysics) give and the numbers that nanophysi-
cists (https://en.wikipedia.org/wiki/nanophysicist) give definitely
fall into entirely different size ranges.

7

In this regard, the following are well worth looking up:

» The 9 minutes 1977 classic video at (the bottom of) http://www.
eamesoffice.com/the-work/powers-of-ten/,

» Terence Tao (Fields Medal 2006, http://terrytao.files.wordpress.
com/2010/10/cosmic-distance-ladder.pdf.

(Notice that it’s all about distances which are sizes.)

Of course, units of the appropriate size allow the use of numbers in
whatever size range is convenient—which is one reason why scientists and
engineers use metric units: the conversion of metric units is easy because
not to bother with inconve- it involves only moving the decimal point without changing the digits.
Z;ZZ izntl;ijs (::Zinrz.znga,:;il; EXAMPLE 0.50. In the US Customary System,

« Instead of talking about 38016 inches, we usually say 0.6 miles,

o Instead of talking about 0.01725 tons, we usually say 34.5 pounds.

while, in the Metric System,

Scientists work hard enough

o Instead of talking about $3370000., we usually say 3.37 MegaDollars.
« Instead of talking about 0.0000074 Meters, we usually say 7.4 microMeters.

Since +1 unit and —1 unit are most likely to be in any range,

AGREEMENT 0.5 +1 and —1 will always be within the range.

3. Out-of-range numbers By the same token, for scientists and
engineers,, in any real world situation there will be numbers that will be
out-of-range.

EXAMPLE 0.51. Numbers like

a. —7000 000 000000 000000000 000 000000000000 000 000000000000 000000
000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000


https://en.wikipedia.org/wiki/Astrophysics
https://en.wikipedia.org/wiki/Astrophysics
https://en.wikipedia.org/wiki/nanophysicist
http://www.eamesoffice.com/the-work/powers-of-ten/
http://www.eamesoffice.com/the-work/powers-of-ten/
http://terrytao.files.wordpress.com/2010/10/cosmic-distance-ladder.pdf
http://terrytao.files.wordpress.com/2010/10/cosmic-distance-ladder.pdf
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000 000 000 000 000 000 000 000 000 000 000 000 000 000. cutoff size
upper
or lower

b. —0.000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000
000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 000
000000 000 000 000 000 000 000 000 000 000 000 000 000 000 000 003

are not very likely to be within any range.

4. Cutoff sizes. So, in any real world situation, there will be two
cutoff sizes that determine the range:

» An upper cutoff size above which numbers will surely not denote any-
thing in the situation,
» A lower cutoff size below which numbers will surely not denote anything

. . . Unfortunately, often left to
in the situation.

go without saying.
Of course, the upper cutoff size and the lower cutoff size will likely be dif-
ferent in different real world situations.

EXAMPLE 0.52. A small business could take 100 000.00 and 0.01 as cutoff
sizes for their accounting system as it probably would never have to deal with
amounts such as $—1 058 436.39 or $+0.00072.

N Q
7, Q
?, S &
00. \0.0 Q'Q QQ
27 7, X o
L ‘ & L Dollars
Si 8 :
Size too large to be used expenses o ;z:]a" Incomes Size too large to be used
to be used
In contrast, the accounting system for a multinational corporation would cer-
tainly use different cutoff sizes, maybe something like:
N Q-
2, o o
2, N N $
C, % NN >
0 0 \Q QQ
00. 000 X o
| il . I I Dollars
Size too large to be used i expenses ‘ Size too small to be used i incomes ‘ Size too large to be used

5. Numbers we can or cannot give. Then, given cutoff sizes,



qualitative size
small-size
small variable
h

large-size
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& o )
Q o (S < O, .
S& %%, & & %, %
< L X L.
S > Te, S @,
> (¢) N D,
<& o 0 < e,

6. Qualitative sizes. We can define the following qualitative sizes
for numbers:

i. The numbers whose size is too small for us to give:

DEFINITION 0.8 Small-size numbers are number that are

smaller-size than the lower cutoff size

&
(S) d
U, S, ¢ &
% % &Y
X
0y, P
e 0 ]°
Neg. | Pos.
S 2| @«
SEIEE
BB &
g T
2 alg g
= Z
S NS

DEFINITION 0.9 The small variables h, k, ...will be the (stan-
dard) symbols for generic small-size numbers.

CAUTIONARY NOTE 0.10 because 0 has no size to begin with.
(CAUTIONARY NOTE 0.2 - 0 is a dangerous number (Page 5))

ii. The numbers whose size is too large for us to give:

DEFINITION 0.10 Large-size numbers are numbers that are
larger-size than the upper cutoff size ,
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o ,00
K \é& %, b
Q5 QO <, LC’
X @ 2,
57 2,
<~ 0 &
Neg.
——
E
=3
S

DEFINITION 0.11 The large variables L, M, ...will be the (non-
standard) symbols for generic large-size numbers.

CAUTIONARY NOTE 0.11 because co is not a number to begin
with. (CAUTIONARY NOTE 0.3 - oo is not a number (Page 6))

iii. The numbers whose size is just right for us to give:

DEFINITION 0.12 Medium-size numbers are numbers that are

& %, & A
O .
\’QQ»@‘& OQ,O S \04‘ & <, %,
&L e Y » L N %% .,
> O, N ‘D,
N — &
I o 00" <° % 1o

(https://www.macmillandictionary.com/thesaurus-category/
british/not-big-or-small-size)

THEOREM 0.4 Mid-size numbers are non-zero numbers. (But

non-zero numbers are not necessarily medium-size numbers.)

Proof. Acording to 77 77 - 7?7 (?7) and as the represent illustrates,

large variable

L

medium-size
appreciable number
sizable number

Appreciable numbers or

sizable numbers
have been better words.

might


https://www.macmillandictionary.com/thesaurus-category/british/not-big-or-small-size
https://www.macmillandictionary.com/thesaurus-category/british/not-big-or-small-size
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ordinary numbers » The upper cutoff size keeps _ away from —oo and

+oo .

» The lower cutoff size keeps _ away from 07 and
0t .
O

Ordinary numbers are medium-size real world numbers

AGREEMENT 3.1 (Restated) Interpolation will be short for
ordinary number.

In view of 2?7 7?7 - 7?7 (??), both +1 and —1 are medium-size.

While the variables x, y, z can stand for numbers of any qualitative sizes,
Altogether, then, these qualitative sizes are illustrated by:

5 2
Q
L & Q, & © %,
@Q'Q &0& O{O Q}}L \o 0{& (‘O[O //}')
g o 4 S K
> X %,
< % 0 <& 2%,

Neg. g. g .
— ERlZ 2 )
g2 5| 8 =B
s 5|5 8 g
=9 o =l = o
e @ @ hHle & a 2.
a8 7 =z & = N
(IS (ND g (I

7. About the language.
o We all have an intuitive idea of what the everyday words large, small and
medium mean and these words have the same meaning for everybody even
though large, small and medium are relative concepts.

OJ;C‘Z’;”“) “ZL some Countlrlies’ EXAMPLE 0.53. Nobody likes to work for a small amount of money:
a dotlar an hour is actually a billionaires would no more dream of working for, say, a thousand dollars an
large amount of money. .

hour than the rest of us would like to work for a dollar an hour.

However, we needed to define large, small and medium as calculus words
so we had to proceed carefully.
e Here are a few dictionary definitions of large:

Veery, veery carefully!

“bigger than usual in size”. (https://www.macmillandictionary.com/
dictionary/british/large_1)
“exceeding most other things of like kind especially in quantity or size”


https://www.macmillandictionary.com/dictionary/british/large_1
https://www.macmillandictionary.com/dictionary/british/large_1
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\.

(https://www.merriam-webster.com/dictionary/large)

“Of greater than average size” (https://www.thefreedictionary.com/
Large)

“of more than average size” (https://www.dictionary.com/browse/
large)

“greater in  size  than  usual or average”  (https://www.
collinsdictionary.com/dictionary/english/large)
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Notice that all these dictionary definitions use, essentially, larger-size
and that they also use “than most other”, “than average”, “than usual”
as some sort of upper cutoff size.
e The words large and small—even though it is very tempting to use them,
if only as shorts for large-size and small-size—are too close to the every-
day words larger and smaller which are used to compare plain numbers
in the everyday language while in any mathematical language larger and
smaller are used to compare signed numbers.
e The meanings of the words medium-size, small-size, and large-size, are
very close to the meanings of

LANGUAGE NOTE 0.6 The mathematical words

» Finite (For medium-size)
(https://en.wikipedia.org/wiki/Finite_number),

» Infinitesimal (For small-size)
(https://en.wikipedia.org/wiki/Infinitesimal),

» Infinite (For large-size)
(https://www.dictionary.com/browse/infinite),

But since mathematicians understand the words finite, infinitesi-

mal, and infinite much more strictly than we would, we will stay

with the words medium-size, small-size, and large-size.

9 Computing with Qualitative Sizes

REWRITE ALL THIS SECTION USING h and L

While 0 does not exist in the real world, small-size numbers do exist in
the real world

h?’L

So, while 5 @ 0 does not exist in the real world so that we do not want to

finite
infinite
infinitesimal


https://www.merriam-webster.com/dictionary/large
https://www.thefreedictionary.com/Large
https://www.thefreedictionary.com/Large
https://www.dictionary.com/browse/large
https://www.dictionary.com/browse/large
https://www.collinsdictionary.com/dictionary/english/large
https://www.collinsdictionary.com/dictionary/english/large
https://en.wikipedia.org/wiki/Finite_number
https://en.wikipedia.org/wiki/Infinitesimal
https://www.dictionary.com/browse/infinite

And if you’re worried about
rigor, you’ll be glad to know
qualitative sizes lead straight
to Bachmann-Landau’s little
o’s and big O’s (https:
// en. wikipedia. org/
wiki/Big_0_notation ).

You don’t need extreme cut-
off sizes but do pick your
numbers far from the cutoffs.
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write 5@ 0 = oo, small-size number does exist in the real world and there
is no problem writing 5@ h = L /Users/alainschremmer/Desktop/untitled
folder small-size number @ small-size number

For calculating purposes, qualitative sizes make up a rather crude system
because qualitative sizes carry no information whatsoever about where the
cutoffs are.

Nevertheless, as we will see, the calculations we can do with qualitative
sizes will be plenty enough to help us simplify calculations by separating
what is qualitatively the right size to be relevant to the point we are inter-
ested in from what is qualitatively the wrong size and therefore irrelevant
to that point.

We will now discuss to what extent we can calculate with numbers
of which all we know is their qualitative size: large-size, or small-size, or
medium-size.

In each case, it is most important that you develop a good feeling for
what is happening and so it is important for you to experiment by setting
cutoff sizes and then picking numbers with the qualitative sizes you want.
A good rule of thumb for picking:

» medium-size numbers is to try *£1,
» large-size numbers is to try £10.0 or +100.0 or £1000.0 etc
» small-size numbers is to try +0.1 or £0.01 or +0.001 etc

1. Adding and subtracting qualitative sizes.

THEOREM 0.5 Oplussing qualitative sizes numbers

@ large-size medium-size  small-size
large-size ? large-size large-size
medium-size | large-size ? medium-size
small-size large-size medium-size small-size

Proof.
EXAMPLE 0.54.

i. The non-highlighted entries are as might be expected.
—100000 & +1 000 = —99 000
—100000 ¢ —0.001 = 100 000.001

So, the reader is invited to decide on cutoff sizes, experiment a bit, and then
prove the non-highlighted entries using these cutoff sizes.


https://en.wikipedia.org/wiki/Big_O_notation
https://en.wikipedia.org/wiki/Big_O_notation
https://en.wikipedia.org/wiki/Big_O_notation
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ii. When the two large-size numbers have opposite signs, the addition undetermined
is undetermined because the result could then be large-size, or small-
size, or medium-size, depending on “how much” large-size the two large-size
numbers are compared to each other.

EXAMPLE 0.55. Here are two additions of large-size numbers whose results
are different in qualitative sizes:

-+1000000000000.7 & —1000000000.4 = 4999 000000 000.3 ,

but

—1000000000000.5 & +1000000000000.2 = —0.3 .

O
Since & = & Opposite
2. Multiplying qualitative sizes.

THEOREM 0.6 Otiming qualitative sizes
s . . . The generic symbols have
® large-size medium-size small-size different subscripts because,
large-size large-size large-size ? even when they have the
medium-size | large-size medium-size small-size same qualitative size, they
small-size ? small-size  small-size stand for different numbers.

Proof. i. The non-highlighted entries are as might be expected.

EXAMPLE 0.56. —10000 ® —1000 = 410000 000
+0.01 ©® —0.001 = —0.00001

So, the reader is invited to decide on cutoff sizes, experiment a bit, and then
prove the non-highlighted entries using these cutoff sizes.

ii. large-size ® small-size is undetermined because the result could be
large-size, or small-size, or medium-size, depending on “how much large-size”
large-size is compared to “how much small-size” small-size is.

EXAMPLE 0.57. Here are different instances of large-size ® small-size
that result in different qualitative sizes:
—-1000 ® —-0.1 = +100 —100000000 ® —0.00001 = +100
+1000 ® —0.001 = -1 +1000000 ® —0.00001 = —1

+1000 ® +0.00001 = 40.01 | +1000 ® +0.00001 = +0.01



The generic symbols have
different subscripts because,
even when they have the
same qualitative size, they
stand for different numbers.
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Similarly for small-size ® large-size.

3. Dividing qualitative sizes.

THEOREM 0.7 Odividing qualitative sizes

_ large-size medium-size small-size

large-size ? large-size large-size

medium-size | small-size medium-size large-size
small-size small-size small-size ?

Proof. i. The non-highlighted entries are as might be expected.

—10000000 __ —200000

+50
+0.03__ — 1 ).000 000005

+6 000000 —

ExXAMPLE 0.58.

So, the reader is invited to decide on cutoff sizes, experiment a bit, and then
prove the non-highlighted entries using these cutoff sizes.

ii. gégﬁ is undetermined because the result could be large-size, or

small-size, or medium-size, depending on “how much large-size" large-size
and large-size are compared to each other..

ExXAMPLE 0.59. Here are three instances of 2BESIZ€ that resylt in differ-

large-size
ent qualitative sizes:
—1000000 __ —1000000 _ —100000
~1000 — +1000 , —100000 — 10 , —1000000000 — +0.0001 .

And small-size

calla.c s similarly undetermined.

EXAMPLE 0.60. Here are three instances of small-size @ small-size that
result in different gqualitative size:
—-0.001 +0.1 = —-0.01,+40.001 +0.001 = +1,-0.01 ®—0.001 = +10

O
4. Reciprocal of a qualitative size. We really would like the re-

ciprocal of a small-size number to be a large-size number and, the other way
round, the reciprocal of a large-size number to be a small-size number.
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i. Unfortunately, because we defined qualitative sizes in terms of cutoff sizes
which we set independently of each other, this is not necessarily the case
and the reciprocal of a small-size number need not be a large-size number
and, the other way round, the reciprocal of a large-size number need not be
a small-size number because the upper cutoff size and the lower cutoff size
are not necessarily reciprocal of each other.

EXAMPLE 0.61. The following cutoff sizes are probably suitable for the
accounting system of a small business:

. o
000 QQQ
%, N
0.0 ><\

Neg. Pos.
large-size large-size
numbers numbers

i. +0.009 is below the positive lower cutoff (+0.009 < +0.01 = +0.010) and
is therefore a small-size number,
ii. The reciprocal of +0.009 is +111.1 (Use a calculator.)

ili. +111.1 is below the positive upper cutoff and is therefore not a large-size
number.

ii. Fortunately, it is always possible to take the cutoff sizes so that

» the upper cutoff size is the reciprocal of the lower cutoff size
and, the other way round,

» the lower cutoff size is the reciprocal of the upper cutoff size
because all that will happen is that with the adjusted cutoff sizes there will
now be more numbers that will be medium-size than is really needed.

ExXAMPLE 0.62. We can change the lower cutoff size in 7?7 (??) to
0.000 001:

N/ Q
% N7 & &
9 % o
% 7 N
‘0 X\

Neg. Pos.
large-size large-size
numbers numbers

so that now the lower cutoffs and the upper cutoffs are reciprocal of each other:
i. +0.0009 is below the positive lower cutoff (+0.0009 < +0.001 = 40.0010)
and is therefore a small-size number,

ii. The reciprocal of +0.0009 is +1111.1 (Use a calculator.)
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iii. +1111.1 is above the positive upper cutoff and is therefore a large-size
number.

The price is just thatnumbers whose size is between 0.01 and 0.000001 will
now also be medium-size—but most probably will never be used.

iii. So then, from now on,

AGREEMENT 0.6 The lower cutoff size and the upper cutoff size
will be reciprocal of each other.

iv. We then have:

THEOREM 0.8 Reciprocity of qualitative sizes
. . +1
» Reciprocal of large-size number = -
large-size number
= small-size number
. . +1
» Reciprocal of small-size number = -
small-size number
= large-size number
. . . +1
» Reciprocal of medium-size number = - -
medium-size number
= medium-size number
Proof.

» If a given number is large-size,

By DEFINITION 0.5 - Real world numbers (Page 17), the given num-
ber is larger-size than the upper cutoff size

By THEOREM 0.1 - Opposite numbers add to 0: (Page 20), the re-
ciprocal of the given number is then smaller-size than the reciprocal
of the upper cutoff size.

But by AGREEMENT 0.5 - (Page 28), the reciprocal of the upper
cutoff size is the lower cutoff size.

So, the reciprocal of the given number is smaller-size than the lower
cutoff size.

And so, by DEFINITION 0.5 - Real world numbers (Page 17), the
reciprocal of the given large-size number is a small-size number

» The reader is invited to make the case for the reciprocal of a small-size
given.

» The reader is invited to make the case for the reciprocal of a medium-
sizegiven number that is medum-size
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10* Computing with Extended Numbers.

As it happens, we will not compute with extended numbers so this section
can be safely skipped. On the other hand, it is interesting to see how it
goes.

1. Positive and negative variables.
To denote the operations for extended numbers, we need a few more
kinds of variables:

DEFINITION 0.13 are resticted variables:

o For positive variables, only positive numbers can be substituted,
and

o For negative variables, only negative numbers can be substituted,

CAUTIONARY NOTE 0.12

> 2.0, Y<0, 2<0, T>0, Y>0, 2>0 are restricted variables,

while

» <0, y<0, 2<0. >0, y>0, 2>0, are inequations involving the
global variables x, y, z.

2. Operation tables.
® | -0 yo 0 0" gy oo

—0 | —00 —00 —00 —00 —00 ?

T | —0O  Z X Teo o 27 +O0
00 | —oc0 2.9 07 0’ z-g +00
0t | =00 29 0° 07 0t 40
Tso | —O0 27 Ts0 ZT>0 Zs0 FO0

0~ +00  Yso0 0’ 0~ Y<o —O0
0t +00  Yso 0t 0? Y« —O0
T>0 400 250 >0 >0 27 —0o0

Ty

Y+

A+ star next to a Section
Number is the standard way
to-§ay you can skip the sec-
tioy. But, eventually, . ...

restricted
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© —00 Y0 0- 0F Y=o +00
-0 | +oo0 4o +? =7 -0 —
Teg | +00 ze90 0T 07 2z -0
0~ +7? o 0t 0 0° -7
0t -7 0o 0~ 0t oFf +7?
Too | —00 2.9 07 07 2 +4oo
400 | —0 —o0 =7 4?7 H4oo +©

® —0 Yo 0~ 0" Yso +o0
—o0o | 4?7 400 400 —o0 —oo =7
xoo | Os0 zs0 too —oo  z.0 O
0~ 0t 0t +7 -7 0~ 0~

0t 0~ 0~ -7 +7? 0t 0ot
-0 0~ Z.o —00 400 2y 0t
4o | =7 —00 -0 4o H4oo +7?

One reason we will not compute with extended numbers is of course the
yellow boxes in the above operation tables.

3. Are oo and 0 reciprocal? Another reason for not computing

with extended numbers is that,

x
o From the division table, we get that >0

= 0~ and therefore, in particu-

1
lar, that —— = 0~ so that, as would be expected, the reciprocal of —oco

—00
is 0~ and, similarly, we get that the reciprocal of +o0 is 0T,
e However, from the multiplication table we get only that —co©0™ = +7

and that +0o ® 0" = +7?
While not contradictory, this would be annoying and, as we will see in
THEOREM 0.6 - Otiming qualitative sizes (Page 35), we will have a much
more satisfying way to compute whether or not 0 and oo are reciprocal.

11 Neighborhoods

As we saw in Size of an amount of stuff (Subsection 4.4, Page 15), while

» We certainly cannot evaluate generic expressions at 88 because oo is not
a number (CAUTIONARY NOTE 0.3, Page 6),

more generally,

» We cannot even always evaluate generic expressions at a given number
0! because of the difficulties with 0 and division: 0 is a dangerous num-
ber (CAUTIONARY NOTE 0.2, Page 5)
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1. Nearby numbers. Evaluating a generic expression at a point,
though, is to ignore the real world and, in fact, since, as we will see in
Subsection 3.4 - Sparseness of sets of plot dots (Page 80), CALCULUS deals
with ‘change’, instead of wanting to investigate what happens at a given
-, we will investigate what happens at nearby numbers.

EXAMPLE 0.63. As opposed to ExAMPLE 0.19 (Page 13), we can tell a car
is moving from a movie, that is from still pictures during a short time span.

More precisely:
i. As we saw in Section 2 - Zero and Infinity (Page 4), nothingness does
not exist in the real world,

EXAMPLE 0.64. We use 0 quart of milk to denote the amount of milk
that appears to be in an empty bottle but it might just be that the amount of
milk in the bottle is just too small for us to see.

So, in accordance with the real world, we will use nearby numbers that is,
in this case, numbers near [0, that is _ numbers,

EXAMPLE 0.65. _ and _ are both near 0.

ii. As we saw in Subsection 0.3 - (Page xxii), infinity does not exist in
the real world,

EXAMPLE 0.66. \We may say that the number of molecules in a spoonful of
milk is infinite, but of course it's just that the number of molecules is too large
for us to count under a microscope.

So, in accordance with the real world, we will use nearby numbers, that is,

in this case, numbers near 88, that is - numbers,
ExampLe 0.67.  [SIETZIN00E0T ond BEGHSORONOSTA ore both near 50

iii. As we saw in ?? 7?7 - 7?7 (??), measured numbers will always differ
from a given number xy by some error

EXAMPLE 0.68. | can give you 3 apples but | cannot give you a 3 foot long
stick as it will always be a bit too long or a bit too short.

So, in accordance with the real world, we will use nearby numbers that is, in
this case, numbers near [#, that is numbers that

WSTAGIIESTER] rmumbers.

nearby number
near 0
near oo

In a crime novel, the victim
is never the story. The story
is always around the victim.
(Anonymous crime writer.)

Just how clean is clean?
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neighborhood EXAMPLE 0.69. —87.36 @ —0.000.032 — [Z871360032' and —87.36 &
thicken
+0.000.164 = [=87.359836 are both near [=87.36|

center
indeterminate number
circa variable Actually, it is completely standard to speak of a

DEFINITION 0.14 Neighborhood of a -:

» A neighborhood of [0 consists of the numbers near [0.

» A neighborhood of |88 consists of the numbers near [881,
» A neighborhood of @] consists of the numbers near [&g]-
(https://en.wikipedia.org/wiki/Neighbourhood_
(mathematics))

And, in fact, we will often speak of thickening a given point, that is we
will be looking at that point as just the center of a neighborhood of that
point.

2. Evaluation mnear a given point. So, in order to evaluate a
generic expression near a given -7 we will evaluate the generic ex-
pression at an indeterminate number near the given - In other
words:

» Instead of declaring ., we will declare the small variable .,
» Instead of declaring 88, we will declare the large variable .,
» Instead of declaring [, we will declare:

DEFINITION 0.15 The circa variables -, - are

the (standard) symbols for numbers near [i#ig]-

“Circa” because the numbers are "around" ., “variable” because

of .

Why  "circa"? Because

by is alread d. . .
oy e arready e In other words, we will use PROCEDURE 0.1 - Evaluate a generic expres-
sion at a given number (Page 10) but with an indeterminate number instead

of a given number.

PROCEDURE 0.3 To evaluate a given generic expression in terms of @

near a given -:


https://en.wikipedia.org/wiki/Neighbourhood_(mathematics)
https://en.wikipedia.org/wiki/Neighbourhood_(mathematics)
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i. Declare an indeterminate numbers near the given - that is:
» If the given - is . declare the small variable . by writing the
, read “J@ to be replaced by . to the right of
@ h

the generic expression:

declaration |

generic expression in terms of [& |- B
(_

» If the given - is 88, declare the large variable [l by writing
the declaration | , read “J@ to be replaced by . to the
@=L

right of the generic expression:

generic expression in terms of [&
-
» If the given - is @), declare the local variable - by
writing the declaration , read "“[@ to be replaced by
o e

- to the right of the generic expression:

generic expression in terms of [& |
o m@h

ii. Replace every occurence of @ in the generic expression in terms of
[&@ by the declared variable to get the generic expression for numbers

near the given - :

» generic expression in terms of [ for numbers near [0

» generic expression in terms of . for numbers near 681

» generic expression in terms of - for numbers near [}

ili. Execute the general expression in terms of the declared variable ac-
cording to the relevant rules in Section 9 - Computing with Qualitative
Sizes (Page 33)

In contradistinction with DEMO 0.1a - From [l to [#5] (Page 11), we have:

2 7
DEMO 0.3a To evaluate the generic expression -[% near -
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i. We declare that the numbers are to be near - by writing the decla-
ration , read “J@ to be replaced by - to the right
o e
of the generic expression:

@ o +7
Eo 3

@ +50h

ii. We replace every occurence of @ in the generic expression in terms
of @ by the local variable - to get the generic expression for

numbers near -:

B o+
S0 o 5

ili. We execute the generic expression in terms of -:

+25@ +10h @ +h2 © +7
+5@ +h @ +3
+18 @ +10h @ +h?
+8® +h

Since the division probably won't stop by itself and since where we wiil
stop the division will depend on the information we will want, the last
expression just above is not an executed expression.

In contradistinction with DEMO 0.1b - From [l to [58] (Page 12), we have:

a2 7
DEMO 0.3b To evaluate the generic expression % near -

i. We declare that the numbers are to be near - by writing the decla-

ration , read “B@ to be replaced b " to the right
gy ¢ e ey IR o he e

of the generic expression:
@t e +7
@ o+3

@30k

ii. We replace every occurence of @ in the generic expression in terms
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of f@ by the local variable - to get the generic expression for

numbers near -:
—3@h 4T
S0 o +3

iii. We execute the generic expression in terms of -:

+9® —-6h P h2e +7
-30+30h

+2@® —6h @ h?
h

+2h 1 6@ h

Since the division was by h, the last expression just above is an executed
expression.

In contradistinction with DEMO 0.1c - From [ to - (Page 12), we have:

+2 9
DEMO 0.3c To evaluate the generic expression % near -

i. We declare that the numbers are to be near - by writing the decla-

ration , read "“l@ to be replaced b ", to the right
oy ¢ 0 0 rlecod o e e

of the generic expression:

& o +9
Eo-3
o430k
ii. We replace every occurence of @ in the generic expression in terms
of f@ by the local variable - to get the generic expression for

numbers near -:
H3eh o+
EEEH o -3
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iil. We execute the generic expression in terms of -:

+9@ +6R P A2 O +9
130 -30h

+6h ® h?
h

+6Dh

Note that, here, the division being by h, we just did it and the expression
just above is an executed expression.

And here is how it goes near co:

@ e +9
Ho -3

DEMO 0.3d To evaluate the generic expression

near [60

i. We declare that the numbers are to be near by writing the dec-
laration ‘ , read “J@ to be replaced by [L", to the right of the
@ L

generic expression:
B o +9
Eo -3
s L
ii. We replace every occurence of @ in the generic expression in terms
of @] by the local variable . to get the generic expression for numbers

near 63
2
B o+
Bo-s
iii. We execute the generic expression in terms of .:

L?649
Lo -3
Lo ].]
Lol.]
L2
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magnifier

Lol.]

The last expression just above is the executed expression.

3. Picturing a neighborhood of 0. In DEFINITION 0.8 - Small-size
numbers (Page 30), small-size numbers were pictured with

4 5
e, &
U, S, N
% L@ & S

/olL & ©
e 0 <°
| INeglPosl |

=B =T}

=

a?%@l

o =lo =

e

8“8

which is not really a representation because the three qualitative sizes are
represented at different scales. (https://en.wikipedia.org/wiki/Scale_
(represent)#lLarge_scale, _medium_scale, _small_scale).

i. On a quantitative ruler, at just about any scale (https://en.wikipedia.
org/wiki/Scale_(represent)#Large_scale, medium_scale,_small_scale),
the negative lower cutoff for medium-size numbers and the positive lower
cutoff for medium-size numbers will both be on top of 0 and we won’t be
able to see small-size numbers.

So, in order to see a neighborhood of 0, we would need some kind of mag-
nifier:

(7 5
S S .
C
(/[O\QQ&L \O$\§&
% RS
/% BN
o
Negative normal-size numbers 809 Positive normal-size numbers

Small-size
numbers

Neighborhood of 0

The fact though, that, the neighborhood needs to be representd at a scale
larger than the scale of the quantitative ruler creates a problem. One way


https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale

qualitative ruler
compactor
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out, of course, would be to draw the neighborhood of 0 just under the
quantitative ruler:

0

T

ii. But on a qualitative ruler, that is on a ruler without scale therefore

without tickmarks—not even for 0— but with —oo and +o00 as end of the line
symbols in accordance with AGREEMENT 0.3 - Sides of the origin (Page 18):

5
Ve

we can draw a neighborhood of 0 as

—00 {

L7
Ve

o4

4. Picturing a neighborhood of co. In DEFINITION 0.10 - Large-
size numbers (Page 30) large-size numbers were pictured with

<
() A
0,
& %, %;
@ N .0 L.
SRS %5 &

sIaquInu
9z15-931e]| ¢

which, again, is not a representation because the three qualitative sizes are
representd at different scales. (https://en.wikipedia.org/wiki/Scale_
(represent)#Large_scale, _medium_scale,_small_scale)

i. On a quantitative ruler, at just about any scale, the negative upper cut-
off for medium-size numbers and the positive upper cutoff for medium-size
numbers will both be way off the represent so we would need some kind of

compactor.

ii. In the spirit of one-point compactification, using a Magellan circle


https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
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Magellan
circle

1 point at infinity 7

o0

Origin
on which large-size numbers are representped as

o0

Magellan

K/ circle

Origin

the advantage is that positive large-size numbers and negative large-size
numbers are representped right next to each other the same way as positive
small-size numbers and negative small-size numbers:

Magellan

\/ circle

which represents large-size numbers as a neighborhood of co just the way Nicely!
small-size numbers make up a neighborhood of 0.

iii. In the spirit of two-points compactification, we can also represent a neigh-
borhood of oo, that is large-size numbers, on a qualitative ruler as:

— =
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Miedcafter all, 0 is the center Here, the advantage is that we are still facing 0 but the disadvantage is,

of our neighborhood. as opposed to the Magellan represent, that positive large-size numbers and
negative large-size numbers are separated from each other, the opposed way
of positive small-size numbers and negative small-size numbers which are
right next to each other:

_Ooi ((:)) §+OO

This is often referred to as a Mlercator represent. (https://en.wikipedia.
org/wiki/Mercator_projection)

iv.

5. Picturing a neighborhood of xg. In DEFINITION 0.12 - Medium-
size numbers (Page 31) medium-sized numbers were pictured wirh

£ p)
& &
o 0.

&S LA e & V. %

S <%, $° >,

D A po)

™) L. - $ 2

—0F & 00 R° & +o0
| _Negative | I | Positive |

medium-size numbers medium-size numbers

which, again, is not a represent because the three qualitative sizes are
representd at different scales. (https://en.wikipedia.org/wiki/Scale_
(represent)#Large_scale, _medium_scale,_small_scale)

The situation with a neighborhood of x( is similar to the situation with
a neighborhood of 0:

i. On a quantitative ruler, at just about any scale (https://en.wikipedia.
org/wiki/Scale_(represent)#Large_scale, _medium_scale,_small_scale),
the medium-size numbers smaller than zg and the medium-size numbers
larger than z leave no room between them and we won’t be able to see the
numbers near x

So, in order to see a neighborhood of zy, that is numbers near zg, that
isnumbers that differ from x¢ by only small-size numbers, we would need to
aim a magnifier at xg, the center of the neighborhood.


https://en.wikipedia.org/wiki/Mercator_projection
https://en.wikipedia.org/wiki/Mercator_projection
https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
https://en.wikipedia.org/wiki/Scale_(represent)#Large_scale,_medium_scale,_small_scale
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Real-world numbers Real-world numbers de()_n()ighb()rh()()ds
smaller than x,, larger than x, left-neighborhood
k/\ X, /\J right-neighborhood
v 0*

right
0-
left

Neighborhood of x,

Again, the fact that a neighborhood needs to be representd at a scale larger
than the scale of the quantitative ruler creates a problem. And again, a way
out would be to represent the neighborhood of x( just under the quantitative
ruler:

—00 (

e
V24

6. Side-neighborhoods. In order to deal separately with each side of
a neighborhood we will often have to distinguish the side-neighborhoods.
Pinning down the left-neighborhood from the right-neighborhood, though,
depends on the nature of the point:
» — A left-neighborhood of )] consists of the negative numbers near [0
(negative small-size numbers),
— A right-neighborhood of [0l] consists of the positive numbers near [0
(positive small-size numbers),
In order to deal separately with each side of a neighborhood of 0, we will
use the symbols
» 01 (namely 0 with a little + up and to the right) which is standard
expression for positive small-size numbers.
Positive small-size numbers are right of of 0, that is they are to our
right when we are facing 0, the center of the neighborhood.
» 0~ (namely 0 with a little — up and to the right) which is standard
expression for negative small-size numbers.
Negative small-size numbers are left of 0, that is they are to our left
when we are facing 0, the center of the neighborhood.
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+00
ExAmMPLE 0.70. 0" refers tosmall-sizenumbers right of 0 (such as

for instance +0.37) and 0 ~ refers tosmall-sizenumbers left of 0 (such as

for instance —0.88):
0

-0.88 \f/ +0.37
LEFT RIGHT

Y

So, never forget that

CAUTIONARY NOTE 0.13 Tt or ~ up to the right and by itself
is mot an ‘exponent’ but indicates which side of 0.

» — A left-neighborhood of 881 consists of the positive numbers near J68]
(positivelarge-size numbers),
— A right-neighborhood of 881 consists of the negative numbers near
B8 (negative large-size numbers),
Just as we will often have to refer separately to each side of a neigh-
borhood of 0, we will often have to refer separately to each side of a
neighborhood of oo
So we will use:
» +00 as symbol for positive large-size numbers,
» —oo as symbol for negative large-size numbers,
even though
We will then use as qualitative ruler:

—0 400
— } ——
0
» Keep in mind that it is easy to forget which side is left of oo and which
side is right of oo because it is easy to forget that one must face the center
of the neighborhood, namely oo:
» Positive large-size numbers are left of oo because, to face the center of
the neighborhood, we have to imagine ourselves facing oo, and then
positive numbers will be to our left.
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EXAMPLE 0.71. +724 873 336.58 is left of

,
@ Pniogy

THoig ¥/
o T3

Magelm“““‘l'lllllllllllyl/!,lllllll.......'
: 0y i .
circle R v

/'/

» negative large-size numbers are right of co because, to face the center
of the neighborhood, we have to imagine ourselves facing oo, then
negative numbers would be to our right.

EXAMPLE 0.72. —724 873 336.58 is right of oo @

,
© Pnisgy

THoIg /
s T334

Magelm““‘“liuu|l|llul/r/!,lllllllllll.,,'
circle o te,

1/ *
< »
Zi -

LEFT

RIGHT

FaCing 0

/

» — A left-neighborhood of @l consists of the numbers near @ that are
smaller than -,(medium—size numbers that differ from J#] by only
small-size numbers).

— A right-neighborhood of [#G) consists of the numbers near [@] that
are larger than [#g],

7. Interplay between 0 and oco. As already mentioned in Section

3 - Numbers In General (Page 7), both Numbers In General have intrigued
people for a long time:

i. While, as mentioned in Section 3 - Numbers In General (Page 7), both

0 and oo are literally without meaning, both 0 and oo are absolutely and



As in “The number of people
who want to teach you is in-
finite.”
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completely indispensable.

ExXAMPLE 0.73. When we have eaten three apples out of five apples, we
indicate that there are two apples left by writng:

5 apples — 3 apples = 2 apples
But when we have eaten three apples out of three apples, how do we indicate
that there is none left?

3 apples — 3 apples =7 apples

EXAMPLE 0.74. When we count "eight, nine, ten, eleven" we use a rhythm
as indicated by the commas, say:

eight 1sec nine 1sec ten 1sec eleven
And in fact, when we start counting with "eight", we think we are counting
from "seven" and precede "eight" with the same silence:

1sec eight 1sec nine 1sec ten 1sec eleven
But from what number are we thinking we are starting from when we start
counting with "one" and precede "one" by the same silence?

1sec one 1sec two 1sec three 1sec fout

EXAMPLE 0.75. When we get impatient and want to stop counting, we
probably end the counting with "etc"

EXAMPLE 0.76.  When a number is so large that we cannot even begin to
imagine it, we often use the word "infinite".

ii. Even though, as an input, 0 is usually not particularly important, there

is an intriguing “symmetry” between oo and 0 namely:

These These These These
numbers numbers numbers numbers
are are are
near —o near 0  near 0" near +w

3 RAN ¢

— H—b Ruler

—0

More precisley, small numbers are some sort of inverted image of large num-
bers since the reciprocal of a large number is a small number and vice versa.

EXAMPLE 0.77. The opposite of the reciprocal of —0.001 is +1000. In a
Magellan view, we have
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eighborhood of Infinity

Neighborhood &f 0

iii. Moreover, since by DEFINITION 0.12 - Medium-size numbers (Page 31),
small-size numbers are near 0 and large-size numbers are near co, THEOREM
0.8 - Reciprocity of qualitative sizes (Page 38) can be restated as

THEOREM 0.8 (Restated) Reciprocity of qualitative sizes
e The reciprocal of a number near co is a number near 0,
e The reciprocal of a number near 0 is a number near oo.

It then seems somewhat artificial, even though CAUTIONARY NOTE 0.2 - 0
is a dangerous number (Page 5) and CAUTIONARY NOTE 0.3 - oo is not a
number (Page 6), not to extend the reciprocity of numbers near 0 (small-size
numbers) and numbers near oo (large-size numbers) to a reciprocity of 0 and
oo themselves. So,

AGREEMENT 0.7 Since we will not compute with oo, this will
only be a shorthand for THEOREM (Restated) 0.8 - Reciprocity of
qualitative sizes (Page 55).

12* Real Numbers

This section is only for those readers who want to know what are the real
numbers used by most CALCULUS texts, and what using real numbers
instead of real-world numbers would entail.

1. What are real numbers? Even though most college mathemat-
ics textbooks claim to wse real numbers, the individualst they ever come
to defining real numbers is something along the lines of “a real number
is a value of a continuous quantity that can represent a distance along a

real number

But what an extremely con-
venient shorthand!
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isn’t particularly enlighten-
%ng. Moreover, the wording
W Wpedia keeps changing line.” (https://en.wikipedia.org/wiki/Real_number or https://math.

Y% time! A sign of unease? vanderbilt. edu/schectex/courses/thereals/)

And of course, there is a very good reason for this vagueness (https:
//en.wikipedia.org/wiki/Vagueness_and_Degrees_of_Truth): in con-
trast with real-world numbers, real numbers are so extremely complicated
to define that it is only done in REAL ANALYSIS, long after CALCULUS.

“The real number system (R;+;-;<) can be defined axiomatically |...]
There are also many ways to construct "the" real number system, for ex-
ample, starting from whole numbers, (https://en.wikipedia.org/wiki/
Natural_number) then defining rationalnumbers algebraically (https://en.
wikipedia.org/wiki/Rational_number), and finally defining realnumbers
as equivalence classes of their Cauchy sequences or (*) as Dedekind cuts,
which are certain subsets of rational numbers.” (https://en.wikipedia.
org/wiki/Real_number#Definition)
(*) One does not really have a choice between the Dedekind route and the
Cauchy route and one should both:

i. go the Dedekind route and extend the metric and then prove that the
quotient is metric-complete,

and

ii. go the Cauchy route and extend the order and then prove that the quotient
is order-complete,

Which, wunless you are a
mathematician, s not ex-
actly enlightening either. In

U and finally
Zny case, a very, very tall or- iii. prove that the two quotients are both metric-isomorphic and order-
er isomorphic.

2. Fractions and roots In fact, at best, that is even when the real
number is a fraction or a root, a real number is only like a Birth Certificate
in that the real number is just a name that says where the real number
is coming from. But this name certainly does not provide by itself any
indication of what the size of the real number is.

EXAMPLE 0.78.
o The fraction 298 i just a name for the solution of the equation 703 x =
4168 (Assuming the equation has a solution!)
o The root {—17.3is just a name for the solution of the equation z#= —17.3.
(Assuming the equation has a solution!)
In textbooks it’s of course the However, this best case is actually extremely rare and most real numbers

other way around, do not tell us by themselves where they are coming from which leaves us

with no way to get even a rough idea of what the size of that real number


https://en.wikipedia.org/wiki/Real_number
https://math.vanderbilt.edu/schectex/courses/thereals/
https://math.vanderbilt.edu/schectex/courses/thereals/
https://en.wikipedia.org/wiki/Vagueness_and_Degrees_of_Truth
https://en.wikipedia.org/wiki/Vagueness_and_Degrees_of_Truth
https://en.wikipedia.org/wiki/Natural_number
https://en.wikipedia.org/wiki/Natural_number
https://en.wikipedia.org/wiki/Rational_number
https://en.wikipedia.org/wiki/Rational_number
https://en.wikipedia.org/wiki/Real_number#Definition
https://en.wikipedia.org/wiki/Real_number#Definition
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might be.

EXAMPLE 0.79.

e 7 is just a name that does not say by itself that 7 is “the ratio of a circle’s
circumference to its diameter”. (https://en.wikipedia.org/wiki/Pi)

e e is just a name that does not say by itself that e is “a mathematical
constant which appears in many different settings throughout mathematics".
(https://en.wikipedia.org/wiki/E_(mathematical_constant))

3. Calculating with real numbers. This can be done directly from
the names only with the same two kinds of real numbers, that is when the
real numbers are fractions or roots:

i. When the real numbers are fractions, there are procedure to com-
pare, add, subtract, multiply and divide directly from the whole numbers
that make up the fractions. (https://en.wikipedia.org/wiki/Rational_
number#Arithmetic)

ExamMPLE 0.80. To know which is the larger of 4710638 and 5813617 there is a

procedure that involves only the wholenumbers 4168, 703, 5167 and 831.

ii. When the real numbers are roots, there are procedures to multi-
ply and divide directly with the whole numbers that make up the roots
but not to add or subtract. (https://en.wikipedia.org/wiki/Nth_root#
Identities_and_properties)

EXAMPLE 0.81. \/5 X \/5 o9l 2

iii. However, it is usually not possible to calculate with both kinds of
real numbers at the same time.
EXAMPLE 0.82. Add e and 7 and/or figure out which of the two is larger.
(Hint: you can't do either from the names.)

And, even when the real numbers are fractions and roots, things can still be
difficult.

ExAmMPLE 0.83. Add v/64 and % and/or figure out which of the two is

larger. (Hint in this case you can do both but not in the only slightly different
case of /65 and 875

iv. Of course, the examples in textbools use mostly fractions and/or
roots even though it is at the expense of being immensely misleading if only
because most real numbers are neither fractions nor roots.

You just have to find out
from somewhere.

And at the expense of forc-
ing memorization of scat-
tered recipes.


https://en.wikipedia.org/wiki/Pi
https://en.wikipedia.org/wiki/E_(mathematical_constant)
https://en.wikipedia.org/wiki/Rational_number#Arithmetic
https://en.wikipedia.org/wiki/Rational_number#Arithmetic
https://en.wikipedia.org/wiki/Nth_root#Identities_and_properties
https://en.wikipedia.org/wiki/Nth_root#Identities_and_properties

approximate
procedure
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13* Approximating Real Numbers

The reason engineers and physicists, chemists, biologists, don’t worry about
real numbers is because they approximate real numbers with ... real-world
numbers!!!

1. Approximation procedures. To begin with, one way or the
other, all real numbers, including fractions and roots, come with a pro-
cedure for calculating approximations by numbers.

i. To approximate fractions, we use the division procedure.

EXAMPLE 0.84. To approximate 4168

, we divide 703 into 4168/
703

Few divisions end by themselves. Fortunately, though, when they don’t, the
more we push the division, the better the approximation.
ii. To approximate roots, we essentially proceed by trial and error.

EXAMPLE 0.85. To approximate {/17.3, we go:

» 1.08=1.0
» 2.08=28.0
» 3.08=27.0,

Since 17.3 is between 8.0 and 27.0, U17.3 must be somewhere between 2.0 and
3.0. (But how do we know that it must?) So now we go:

» 2.18=19.261
» 2.58=15.620
» 2.6%=17.576

Since 17.3 is between 15.620 and 17.576, \3/17.3 must be between 2.5 and 2.6.
(But how do we know that it must?)

And so on. (The actual procedure is more efficient but that's the idea.)

Of course, the more “exotic” the real number is, the more complicated
the procedure for approximating is going to be:

EXAMPLE 0.86. There are many ways to approximate 7. The simplest
one is the Gregory-Leibniz series whose first few terms are:

4 4 4 _ 4,4 _ 4 4

17375 7T T3 _

However, even with “500,000 terms, it produces only five correct decimal dig-
its of 7" (https://en.wikipedia.org/wiki/Pi#Approximate_value) But


https://en.wikipedia.org/wiki/Pi#Approximate_value
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there are shorter if more complicated ways to approximate 7.

EXAMPLE 0.87. One of the very many ways to approximate e is:
1, 1 1 1

I+ 1+t ot resa -

(https://en.wikipedia.org/wiki/E_(mathematical_constant)

#Asymptotics)

2. Approximation error. Since a real number is usually not equal

to the real-world numbers used to approximate it, in order to write equalities
we will have to use:

DEFINITION 0.16 will be the symbol for “some small-size number,
positive or negative, whose size is too small to matter here”.

In other words, [...] is a signed number about which the only thing we know
is that the size of [...] is less than the largest permissible error whichi is
the equivalent here of a tolerance.

EXAMPLE 0.88.

L8 = 5.929+[...] where [...] is less than 0.001 which is the largest permis-

sible error. (Else the procedure would have generated 5.928 or 5.930 instead
of 5.929.)

V173 = 2.586318666944673 + [..] where [..] is less than
0.000 000 000 000 001 which is the largest permissible error. (Else the proce-
dure would have generated 2.586 318 666 944 672 or 2.586 318 666 944 674
instead of 2.586 318 666 944 673.)

m = 3.1415 + [...] where [...] is less than 0.00001 which is the largest
permissible error. (Else the procedure would have generated 3.1414 or
3.1416 instead of 3.1415.)

e = 2.718 281 82+(...] where [...] is less than 0.000 000 01 which is the largest
permissible error. (Else the procedure would have generated 2.718 281 81 or
2.718 281 83 instead of 2.718 281 82.)

Conclusion

So

, “the wheel is come full circle” (King Lear), from the real numbers all

the way back to the real-world numbers, with just one question left:

]

largest permissible error

And a good question it is.
But then, it surely depends
on what you mean by "learn”


https://en.wikipedia.org/wiki/E_(mathematical_constant)#Asymptotics
https://en.wikipedia.org/wiki/E_(mathematical_constant)#Asymptotics

And even if you wanted
to become a mathemati-
cian, “REAL  ANALYSIS
becomes more intuitive
when [one thinks of real
numbers] as infinite deci-
mals.” (Gowers’ https:
// www. dpmms. cam. ac. uk/
~wtg10/ decimals. html )

And now, Ladies and Gentle-
men, let CALCULUS begin!
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Why should people who want to learn CALCULUS have to use real
numbers which they would then have to approximate with real-world
numbers anyhow?

Well, since,
» To fully quote from Gowers in ?? ?? - 7?7 (??), “Physical measure-
ments are not real numbers. That s, a measurement of a physical quan-
tity well ...7

and

» Just like people, “[m]ost calculators do not operate on real numbers.
Instead, they work with finite-precision [decimal] approzimations.” (https:
//en.wikipedia.org/wiki/Real _number#In_computation.)

the answer must surely be, as Fngineers used to be fond of saying, that

“The real real numbers are the decimal numbers.” ]



https://en.wikipedia.org/wiki/Real_number#In_computation
https://en.wikipedia.org/wiki/Real_number#In_computation
https://www.dpmms.cam.ac.uk/~wtg10/decimals.html
https://www.dpmms.cam.ac.uk/~wtg10/decimals.html
https://www.dpmms.cam.ac.uk/~wtg10/decimals.html

Part 1

Functions Given By Data

The simplest way to give a function is to give the rekevant data, that
is the numbers connected by the function.

61






Functions of various kinds are
"the central things of
investigation" in most fields of
modern mathematics.

Michael Spivak °

connect
pair
2-tuple

Chapter 1

The Name Of The Game

...18 ’function’ of course!
(https: // idioms.
thefreedictionary. com/

. the+ +of+the+
Relations, 63 e Picturing Relations, 73 e Relations Given By Sets Of Plot e*name+ of+ the+ game )

Dots, 77 e« Functions, 87 e Functions Given by I-O Plots, 95 e Functions
Given By Curves, 107 ¢ “Simple” Functions?, 116 e Local graph near a
point, 119 .

1 Relations

Leonardo da Vinci is often quoted as having said that Fverything Connects
to Everything Else.! (https://medium.com/@nikitavoloboev/everything-connects-to-everything-els

And, indeed, Da Vinci’s statement is at the very heart of all SCIENCES. Even if we can’t always sce

. . . . . the connections.
EXAMPLE 1.1. Everything sits on something else: people sit on chairs

that sit on floors that sit on joists that sit on walls that sit on ...

1. Ordered pairs. An ordered pair of things is two things in a
given order. (https://en.wikipedia.org/wiki/Ordered_pair)

LANGUAGE NOTE 1.1  An ordered pair is also called a 2-tuple
but we will not use the word.

YCalculus, 4th edition. Publish or Perish Press. https://en.wikipedia.org/wiki/
Michael_Spivak

! According to https://quoteinvestigator.com/2022/03/31/connected/. However,
the earliest published version is from Gotthold Ephraim Lessing in 1769.
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relation
thing

left thing
right thing
diagram

Just as in "a pair of gloves".

As in Port and_
(https: //

aceboater. com/ en/

starboard-port-side—defin
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The standard format for writing an ordered pair is to write the two
things in the given order, separated by a comma, between parentheses.

EXAMPLE 1.2. The ordered pair (Eiffel Tower, Empire State Building) is not
the same as the ordered pair (Empire State Building, Eiffel Tower)

CAUTIONARY NOTE 1.1 In MATHEMATICS:

e An ordered pair

is not to be confused with

e A pair, which is just a collection of two things so that the order in
which the two things are given is irrelevant.

Nevertheless, since, in this text, we will be using ordered pairs to record
how things are connected, the order in which two things are given will always
be relevant and so

AGREEMENT 1.1 We will let the qualifier "ordered" go without
saying and use the word pair as short for ordered pair.
But, as usual, for a while we will write (ordered) pair as a reminder.

2. Connected things. The mathematical concept behind Da Vinci’s
connections is that of a relation (https://en.wikipedia.org/wiki/Relation_
(mathematics)) which has two components:

A. The first component of a relation is two collections of things namely:
e A collection of things we will refer to as left things ,

e A collection of things we will refer to as _

AGREEMENT 1.2
To make it easier to distinguish left things from _, we

will use:
o Pink boxes for left things as in, for instance,

Jill , x, —0.053, =g, 0 oo, small, large,

e Green boxes for as in, for instance,

Jack, y. 43214, yo, 0 oo. small . large.

There are essentially two ways to give the two collections of things:

e One way is by way of diagrams which is the most immediately intuitive
way, (https://en.wikipedia.org/wiki/Diagram)


https://en.wikipedia.org/wiki/Relation_(mathematics)
https://en.wikipedia.org/wiki/Relation_(mathematics)
https://aceboater.com/en/starboard-port-side-definition
https://aceboater.com/en/starboard-port-side-definition
https://aceboater.com/en/starboard-port-side-definition
https://en.wikipedia.org/wiki/Diagram
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EXAMPLE 1.3. Diagrams for: connector
A collection of Persons : A collection of [activities| related

arrow connector
arrow diagram

e The other way is by way of lists, which is the way that lends itself to

PROCEDURES.
EXAMPLE 1.3. (Continued)  Lists for:
A collection of Persons : A collection of [activities|

Andy , Beth, Cathy . ‘walk , sing, cook, prove, read .

B. The second component of a relation is the connector, that is anything Whay can’t we use relator in-
that pairs some of the left things with some of the _ When stead of connector?

the connector pairs a left thing to a _, we will say that the
left thing is related to the _ and/or that the (ordered) pair

( left thing 7_) is a related pair.

e When the collections of things are given with diagrams, the connector
will be in the shape of an arrow connector which will give the relation
as an arrow diagram.

EXAMPLE 1.4. The collections in EXAMPLE 1.3 (Page 65) could for in-
stance be connected into the arrow diagram:

Arrow
connector

likes to In everyday language:

Andy likes both

which, for instance, says that (Andy ,-> and (Andy ,-) are both - butC’—thy
related pairs but ( Cathy ,-> is not a related pair. doesn’t like |[CoORING)

e When the collections in a relation are given by lists, the connector will
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be given by the list of all related (ordered) pairs taken from among all
possible (ordered) pairs

EXAMPLE 1.4. (Continued)  The connector could also be given as the
list of related pairs:

( Andy -) ( Andy -)
( Cathy -) ( Cathy -)( Cathy -)

taken from from the list of all possible pairs

( Andy -) ( Andy -) ( Andy -) ( Andy -) ( Andy -)
( Beth -)( Beth -) ( Beth -) ( Beth -)( Beth -)
( Cathy -) ( Cathy -) ( Cathy -) ( Cathy -) ( Cathy -)

3. < left thing ,_) pairs. Since we will be dealing with

relations, the (ordered) pairs we will be dealing with will always be the

(left thing ,_) pairs in some relation. But of course, given a

relation, other (ordered) pairs could always be floating around that have
little or nothing to do with the given relation.

EXAMPLE 1.4. (Continued)
 Since Jack is not in the collection of Persons, (Jack,_) is an (ordered)

pair but not a < Person ,-) pair

« Since swimming is not in the collection of [activities|, <Beth ,swim) is an

(ordered) pair but not a ( Person ,-) pair.
o Since Cathy does not like to - (Cathy,-) is a

( Person ,-) pair but not a related ( Person ,-) pair.
o Since Andy likes to - ( Andy ,-) is not only a ( Person ,-)

pair but a related ( Person ,-> pair.

Given a relation, the set of (left thing ,_) pairs is the

collection of all the related ( left thing ,_) pairs.

EXAMPLE 1.4. (Continued)  The set of ( Person ,-) pairs is:

(Andy Nialkl), (Andy [Sifgl). ( Cathy . alkl),
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( Cathy -) ( Cathy -) Eilvovle

column
list table
Cartesian table

4. Tables. Using lists to give a relation, though, is tedious and rela- Descartes
tions are often given in the shape of tables in which the collections of things

are listed in rows and columns in a way that shows the ( left thing , _)
pairs. (https://en.wikipedia.org/wiki/Table_(information))

Among other kinds of tables, there are:

e List tables in which the collection of left things is listed in the lefthand
column and for each left thing the related _, if any, are listed

horizontally in the righthand column.

EXAMPLE 1.5.  The list table for the relation in EXAMPLE 1.4 (Page 65) is

Persons ‘ lactivities|, if any, that Persons , if any, like

Andy | [walk [Sing

Beth ]

Cathy | [read |walk [prove
‘cook

e Cartesian table—named after René Descartes (https://en.wikipedia.

org/wiki/RenY%C3%A9_Descartes)!—which are much more systematic than
list tables: Just a bit less obvious to
read, though.

— All the left things are listed in a vertical column on the left,

— All the _ are listed in a horizontal row on top,

— For each ( left thing ,_) the word yes or no at the intersection
of the horizontal row of the left thing and the vertical column of the

_ indicates whether or not the left thing is related to the
EXAMPLE 1.6. The Cartesian table for the relation in EXAMPLE 1.4
(Page 65) is:

nventor of ANALYTIC GEOMETRY which links the previously separate fields of AL-
GEBRA and GEOMETRY (https://en.wikipedia.org/wiki/Analytic_geometry)


https://en.wikipedia.org/wiki/Table_(information)
https://en.wikipedia.org/wiki/Ren%C3%A9_Descartes
https://en.wikipedia.org/wiki/Ren%C3%A9_Descartes
https://en.wikipedia.org/wiki/Analytic_geometry
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ataal LT L1

Andy | yes yes no no no
Beth no no no no no
Cathy | yes no yes yes no

where, for instance,

likes to ‘prove |

Cathy yes
says that Cathy likes to -

5. Endorelations. There is no reason why the collection of left things
Just for the sake of precision! and the collection of _ cannot be one and the same.

EXAMPLE 1.7.

Arrow diagram:

Persons | - if any, whom Persons like

Alma Alma  Carla  Dave
Brad ]

List table: Carla - -
Dave

Emma
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. endorelation
likes = Alma Brad Carla Dave Emma |

Alma | yes yes  yes no no

. Brad no no no no no
Cartesian table:

Carla | yes vyes no no no

Dave no no no no no

Emma | no no yes no no

LANGUAGE NOTE 1.2  While relations in which left things and

are from one and the same collection are called endore-
lations, we will just keep on using the word relation.
https://en.wikipedia.org/wiki/Homogeneous_relation

6. Relation problems. Given a relation, there are of course many
questions we can ask.
a. How we will proceed to answer these questions will depend on how
the relation is given:
o Arrow diagrams are intuitive but only so long as there are very few things
in the collections and so we will not use arrow diagrams very often.
o List tables are clear and allow for quite a few things in the collections—
but still not too many,

o Cartesian tables allow for just about any number of things in the collec-
tions.

b. The simplest question we may ask is if a given ( left thing ,_7)

pair is or is not related. his question will in fact
turn out to be basic for pic-
EXAMPLE 1.8. In EXAMPLE 1.4 (Page 65) we may ask: turing relations.

Does Cathy like to -?

Answer: No, so the pair ( Cathy ,-) is not a related pair
Does Cathy like to -?

Answer: Yes, so the pair (Cathy ,-) is a related pair.

c. A consequence of Da Vinci’s statement is that, in fact, any given
thing is known only by what is known of the things that the given thing is
connected to.


https://en.wikipedia.org/wiki/Homogeneous_relation
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relation problem EXAMPLE 1.9. Variants of the idea that things are known by what is
left problem known of the things they are connected to are found in many cultures:

You tell me , | will then tell you what you are (Dutch)
You tell me , | will then tell you who you are (Russian)

You tell me , | will then tell you who you are (Irish)

You tell me , | will then tell you what you are  (Mexican)

You tell me , | will then tell you what you do (English)
You tell me , | will then tell you who you are (Philippine)
You tell me , I will then tell you what you are (French)

(https://www.linkedin.com/pulse/show-me-your-friends-ill-tell-you-who-really-jar

So, the more consequential questions we may ask about a given relation fall
into two general kinds of relation problems:
e Left thing problems in which we want to find information about

a given left thing in terms of the _, if any, that the given
left thing is related to.

i. List tables make it particularly easy to solve left thing problems: look
up the given left thing in the left column and you will see the _
that the given left thing is related to listed on that row.

EXAMPLE 1.10. If, for the relation given in EXAMPLE 1.4 (Page 65), we
ask for all the [activities| which Cathy likes, the list table in EXAMPLE 1.5

(Page 67) shows:
Catty | N D

If we ask for all the [activities| which Beth likes, the list table in EXAMPLE 1.5

(Page 67) shows:
Beth | [ [N

And, similarly, the list table in ExaAMPLE 1.5 (Page 67) even gives answers to
questions such as:
Is there any activity Beth likes? (Answer: No)

Does Cathy like all [activities|? (Answer: No)
Does Andy like at least one-? (Answer: Yes)

ii. Cartesian tables are just a bit harder to use: look up the given left thing

in the left column and the that the given left thing is related
to, if any, will be in the columns with the word yes.


https://www.linkedin.com/pulse/show-me-your-friends-ill-tell-you-who-really-jan-johnston-osburn
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EXAMPLE 1.11. If we ask for all the [activities| which Cathy likes, the
Cartesian table in EXAMPLE 16.16 (Page 490) shows:

ikes to | [walk! [ [read! jprove) [ |

Cathy | yes no yes yes no

And if we ask for all the [activities| whichh Beth likes, the Cartesian table in
EXAMPLE 16.16 (Page 490) shows:

ikes to | N RN Y [ |

Beth no no no no no

And, similarly, the Cartesian table in EXAMPLE 16.16 (Page 490) even gives
answers to questions such as:

Is there any activity Beth likes? (Answer: No)
Does Cathy like all [activities|? (Answer: No)
Does Andy like at least one -? (Answer: Yes)

° _ problems in which we want to find information about
a given _ in terms of the left thing(s) , if any, that are related to
the given _
i. List tables are fairly unsuited to solving _ problems because
you have to hunt for the given _ in all the rows of the right hand

column.

EXAMPLE 1.12. If, for the relation given in EXAMPLE 1.4 (Page 65),
we ask for all the Persons who like to - the list table in EXAMPLE 1.5
(Page 67) showa:

Persons | lactivities , if any, that Persons like
Andy

Beth

Cathy prove

right problem
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If we ask for all all the Persons who like to - the list table in EXAM-
PLE 1.5 (Page 67) showa:

Persons | lactivities|, if any, that Persons like

Andy
Beth
Cathy

And similarly, the list table in EXAMPLE 1.5 (Page 67) even gives answers to
questions such as:

Is there at least one Person who likes -?
Is there at least one Person who likes [Walk'?
Do all Persons like [walk'? (Answer: No)

(Answer: No)
(Answer: Yes)

ii. Cartesian tables make it just as easy to solve _ problems as
to solve left thing problems: look up the given _ in the top row
and the left thing(s) that are related to the given _, if any, will
be in the rows with the word yes.

EXAMPLE 1.13. If we ask for all the Persons who like to - the
Cartesian table in EXAMPLE 16.16 (Page 490) shows:

likes o | [wallkl [T [ [ [ |

Andy | yes
Beth no
Cathy | yes

If we ask for all the Persons who like to - the Cartesian table in ExAM-
PLE 16.16 (Page 490) shows:

ikes o [EET [ I [E ook |

Andy no
Beth no
Cathy no

And, similarly, the Cartesian table in EXAMPLE 16.16 (Page 490) even gives
answers to questions such as:

Is there at least one Person who likes to [€0okl?  (Answer: No)

Is there at least one Person who likes to [walk|? (Answer: Yes)

Do all Persons like to [walki? (Answer: No)
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2 Picturing Relations left number
right number

Arrow diagrams are a very natural and very visual way to picture relations
but we will need ways to picture relations that are a lot more systematic.

1. Basic picture. A relation that involves only just a few related
( left thing ,_) pairs can be easily pictured with just a ruler for

left things and a ruler for _
PROCEDURE 1.1 To picture a ( left thing ,_) pair,

i. Mark the given left thing as in Subsection 6.1 - Comparing given
numbers (Page 19) on the ruler for left things ,

. Mark the given _ as in Subsection 6.1 - Comparing

g|ven numbers (Page 19) on the ruler for _
. If the given left thing is related to the given _ draw
a link from the given left thing marked on the ruler for left things to

the given related _ marked on the ruler for _

DEMO 1.1 Picture the related pair (Andy ,[Walk') in ExamprLe 1.7
(Page 68)

L L O Persons
s %% e% (Ruler for left things)

Person{@GEivity link

\ \ \ \ \ (RFor-things)

where the link says that Andy likes to -

2. Quantitative Cartesian setup. Now, while relations can involve

any kind of things, this text will deal only with (endo)relations involving
numbers—hence left numbers and and so the set of



quantitative Cartesian
setup
screen

quantitative ruler for left
numbers

quantitative ruler for right
numbers

left number level line
right number level line
plot dot

Yeah, sure enough, Carte-
stan setups are upside down
from Cartesian tables.
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related pairs will usually be large and so picturing those relations will require
a more efficient setup than just two rulers.
A quantitative Cartesian setup consists of:
e A rectangular area which we will call the screen.
o A quantitative ruler for left numbers below the screen (horizontal)

o A quantitative ruler for _ left of the screen (vertical)

EXAMPLE 1.14.
Right numbers
w0} N
+80 Screen

+70
+60 -
+50
+40
+30
+20
+10

104

Jajna aAneyuen)

-10f
-20 |
30t

¥

_50 -
-60 [
_70 -
-80
+90 \_ J

slequinu a1

P
1 T +
LbbhbbLoeot b L LEd L

\_ Quantitative ruler

for left numbers

3. Plotting pairs of numbers.

PROCEDURE 1.2 To plot a given pair of numbers,

i. Tickmark the given left number on the quantitative ruler for
left numbers (horizontal),

ii. Draw a left number level line, that is a vertical line through the
tickmark for the given left number

iii. Tickmark the given _ on the quantitative ruler for
_(vertical),

iv. Draw a _ level line, that is a horizontal line through
the tickmark for the given _

v. Then, at the intersection of the left number level line and the

_ level line, mark the plot dot with:
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» A solid dot if the ( left number ,_) pair is related.

or, as we wll need occasionally,

» A hollow dot if the (Ieft number ,_) pair is not

related

DEmMO 1.2

Plot the related pair ( -3 ,-)

i. We tickmark —3 on the

ruler for left numbers , +gg_ Screen

ii. We draw a left number Egg: - Fleg det

level line (vertical) through sl \‘, iv. GIGHEAURIOED <! e
-3 [ <’/},F 2

ili. We tickmark - on the 3

ruler for _ g

iv. We draw a é

level line (horizontal) through =

+40,

v. Since the given pair is
related, we use a solid dot to .
mark the intersection of the

left number level line with

Note that the plot dot is at the elbow of the link.

T T T
LobhAlbb Lot LSS

eft number 5

LANGUAGE NOTE 1.3  The word usually used in MATHEMATICS
instead of plot dot is plot point and, in the experimental sciences,
data point but we cannot do that since we are already using the
word point with a different meaning. Subsection 4.1 - Non-zero digits
(Page 14)

4. Reading plot dots. The other way round,

75

slequinu ye]

solid dot

hollow dot
data point
plot point
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PROCEDURE 1.3 To get the pair of numbers from a given plot dot,

i. Draw a left number level line (vertical) through the given plot dot,
ii. Read the left number where the left number level line intersects
the ruler for left numbers ,

iii. Draw a _ level line (horizontal) throught the given plot

do

t.
iv. Read the _ where the _ level line inter-
sects the ruler for _

DeEwmo 1.3
Given the plot dot Right numbers

+60 | Plot dot

-70 | Screen

siaquinu 347

get the pair of numbers.
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i. We draw a left number level

line (vertical) through the plot
dot,
ii. We read the left number

where the left number level line

intersects the ruler for
left number: —2

ili. We draw a
level line (horizontal) through
the plot dot,

iv. We read the _

where the level
line intersects the ruler for

3 Relations Given By Sets Of Plot Dots

1. Sets of plot dots. Since quantitative Cartesian setups allow us
to picture large sets of pairs, we can picture a given relation with a set
of plot dots, that is with the plot dots for all the related left number

pairs.

EXAMPLE 1.15.

sisquinu 1ye

L ! [ ] A
:gg_ ° Screen
+70F ° o ® o
+60 [ ° ° [ ]
+50 ) [
+40 [ L4 [ ] ° ° ° ..
+30 ) [ ] P °
+20 ° ° o °
+10
010 ® ° e ..

20 ® o000
-30

—40

-50

-60

-70

-80

-90 \_

P e w1

+20 iii. Rightnumber evel li
10 —®

-10 | o

20 f =

-30 f 2

40| 3
-50 | g

-60 >

=70 | <

-80 2

U RN 3

slaguinu 347

So the pair of numbers pictured by the given

plot dot is ( —2 ,->

EXAMPLE 1.16.

+90 4

+80

+70

+60 -

+50

+40 [ ]
+30

+20 [ ]
+10

o o °
-10 |

_20 -

=30}

_40 -

-50 [

_60 -

_70 -

-80 |

-90 \_

siaquinu 1o

set of plot dots



histogram
bar graph
T-axis
y-axis
axis
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2. Axes. Keeping the ruler for left numbers and the ruler for _
away from the screen as we do in the Cartesian setup is not the usual practice
in MATHEMATICS even though it is standard practice in the real world:

= | AF !
L

> >
Cartesian Table Histogram Bar graph?
As indicated by the word Cartesian, the quantitative Cartesian setup
is due to Descartes who, since he did not use megative numbers, had no

problem using the level line as ruler for left numbers and the 0 level
line as ruler for since they were not in the way.
Ruler for

right numbers

2

o . Ruler for
° ®
00 left numbers
Descartes

But when mathematicians eventually did accept negative numbers, they
continued to use:
o the [0l level line as ruler for left numbers —which they then called @ -axis
and
e the 0 level line as ruler for -which they then called .—
axis
even though :

CAUTIONARY NOTE 1.2

Since axes are in the middle of the picture
y-axis

Modern
using the z-axis as ruler for left numbers can be confusing because:

2See https://en.wikipedia.org/wiki/Histogram
3See https://en.wikipedia.org/wiki/Bar_chart


https://en.wikipedia.org/wiki/Histogram
https://en.wikipedia.org/wiki/Bar_chart
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intended,

confusing because:

is intended.

» The plot dot for the pair

» The plot dot for the pair

(a:o ,.) will then be on top of the
tickmark for the left number xy which makes it unclear which is

and, similarly, using the y-axis as ruler for _ can be

(o -) will then be on top of the
tickmark for the right number - which makes it unclear which

79

quincunx

EXAMPLE 1.17.
The plot dot for the pair

(+4,]0)) is on top of the
tickmark for the left number

+4 :
.—axis

e F S N\
+80} creen
+601  Plot dot
+0f  |(+4
+20

. R o} -

Loh LbbL | REE H& 4
-20
-40

Tickmark +4

-60
-80

\_ %

4 X-axis

When using the axes as rulers.

The plot dot for the pair

(0 ,-) is on top of the

tickmark for the right number

W-axis
e F s N
s80tb creen
+60 [
+40
+20
L R A N A T S Y
20
Plot dot (080) |
-40
&«)O
-60
-80 Tickmark -
- J

X-axis

3. The quincunx. We will call quincunx (https://en.wikipedia.
org/wiki/Quincunx) the set of plot dots for the following five pairs:


https://en.wikipedia.org/wiki/Quincunx
https://en.wikipedia.org/wiki/Quincunx

left number problem
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slequinu 1o

\/

R
Note that here the plot dots are hollow dots because, at this time, we don’t
know which of the five left number _ pairs in the quincunx,

if any, are related. In fact, we will see that which of the five left number
pairs in the quincunx are related will play a central role with
‘power functions’.

4. Sparseness of sets of plot dots. In engineering and the ez-
perimental sciences, aside from being given by Cartesian tables, relations
are often given by a set of plot dots generated by some machinery (https:
//en.wikipedia.org/wiki/Plotter) on the screen of a quantitative Carte-
sian setup.

However, while, when the relation is given by a set of plot dots, the
PROCEDURES for solving relation problems are fairly obvious as we will now
see, what can complicate matters is that

CAUTIONARY NOTE 1.3  Sets of plot dots are sparse, that is,
there are only so many plot dots surrounded by a lot of empty space.

5. Left number problems. To solve a left number problem
when the relation is given by a set of plot dots, we use

PROCEDURE 1.4 To get the [right number(s) (if any) related to a

given left number when the relation is given by a set of plot dots,


https://en.wikipedia.org/wiki/Plotter
https://en.wikipedia.org/wiki/Plotter
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i. Tickmark the given left number on the ruler for left numbers,
ii. Draw a left number level line through the tickmark for the given

left number ,

iii. Mark the plot dot(s), if any, where the left number level line inter-
sect the given set of plot dots, (This is where the fact that sets of plot
dots are sparse can come in with a vengeance.)

iv. Draw a _ level line through each plot dot,
v. Read the _ related to the given left number, if
any, where the _ level line(s) intersect(s) the ruler for

DEMO 1.4a
' Right numbers
Given the set of plot dots +80F Screen)  and given
+70
+60
+50 [ ]
[ ]
+40
[ ) [ ] )

30 °
:20 L L [
+10 [
0 [ ]
10 [ ]
20 ° L4
-30 ° °
-40 -
-50 / b ° ° %
-60 =
0t | ®e° 5
-80 g

(Ssetofpiotdots), , .~ . . . . %

the left number —2, get the _ related to —2, if any.

81
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i. We tickmark —2 on the ruler

I

for left numbers :gg: Screen
ii. We draw a left number level +gg'
: . +50 -
line through the tickmark for —2, “40F | o o ° o
ii. We mark the plOt dOt(S) where 5{ PRERGE ... ........... @-nrnares
the left number level line through 00 e °
—2 intersects the set of plot dots, if -10+ L
20} ° ([
at all 30t
. 40 | L4 °
iv. We draw the _50 - o °
level line through the marked plot R 7® o

dot(s), if any, 80F

[Setofplotdots]l L A B
v.Wereadthe_ S L Lot 8 s s

related to —2 where the

Vsiaquinu yor

level line intersect the

ruler for _: -

DEmO 1.4b
Given the set of plot dots [ and given
°
°
°
-40 ® -
-50 b ° ° %
-60 =
-70 e s
-80 g
(Setofpiotdots], , . . . . . . 0
GLL b Lot s ts

the left number +2, get the _ related to +2, if any..
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i. We tickmark 42 on the ruler for

Screen

left numbers
ii. We draw a left number level
Iine through the tICkmaI’k for +2 , @z [ ZLLTTTTTr T

iii. We mark the plot dot(s) where °
the left number level line through °
+2 intersects the set of plot dots, if °

at a” 0 [T ..... .............
iv. We draw the

syndu|

level line through eacn of the marked
plot dot(s), if any,

v. We read the _

related to +2 where the

level line intersect the

ruler for _: - and
—60.

DEMO 1.4c
' Right numbers
Given the set of plot dots 8af screen)  and given
+
+60
+50 [ ]
[ ]
+40
[ ) [ ] )

30 °
:20 L L [
+10 [
0 [ ]
10 [ ]
20 ° L4
: R
-50 / b ° ° £y
-60 3
0t | ®e° 5
-80 g

(Ssetofpiotdots), , .~ . . . . %

the left number +1, get the _ related to +1 , if any.
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i. We tickmark 41 on the ruler for 4 Right numbers
left numbers Ezg Soreen
ii. We draw a left number level 2l | e o' ®
. . +30
line through the tickmark for +1, 1 LI
. 0 ° °
ili. There is no plot dot where the ol | @ o
. 2 °
left number level line through +1 " .. . a
intersects the set of plot dots. (This is =0 / o, 5
-70
where the fact that sets of plot dots -s0r A g
(Set of plot dots] g

] i Fa
LbLLeodtg &k

G+

are sparse comes in.)
iv. We cannot draw any

_ level line since there

isn't any marked plot dot,

related to +1 .

lem when the relation is given by a set of plot dots, we use

PROCEDURE 1.5 To get the left number(s) (if any) related to a given

_ when the relation is given by a set of plot dots,

i. Tickmark the given _ on the ruler for _
ii. Draw a _ level line through the tickmark for the given

iii. Mark the plot dot(s), if any, where the _ level line

intersect the given set of plot dots, (This is where the fact that sets of
plot dots are sparse can come in with a vengeance.)
iv. Draw a left number level line through each plot dot,

v. Read the left number(s) related to the given _ if

any, where the left number level line(s) intersect(s) the ruler for
left numbers ,

DEMO 1.5a
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' Right numbers
Given the set of plot dots = Screen)  and

+60

+50 ) [ )

+40
' X) °

30 [ ]

Dol | oo °

+10 [

0 °

-10 [ ]

20 ° L

-30 ° °

-40 -

-50 / d ° ® %

-60

-70 LA N 5

-80 g

(Setofpiotdots) .~ @
J G A RN N N S S
given the _ -, get the left number related to -,

if any.

i. We tickmark - on the ruler

ii. We draw a _ level

line through the tickmark for -

iii. We mark the two plot points
where the level line
intersects the set of plot dots,

iv. We draw a left number level
line through each of the two marked
plot dots,

v. We read the related
left numbers where the
left number level lines intersect the
ruler for left number: —2, +3.

DEMO 1.5b

85

+80

70 Screen

+60

= X

... 00 o O o ..

+20 L4 L]

+10

0 °. .

-10

-30

-40 L4 ) 5

-50 -] ° E

-60 o =]

-70 77 e S

-80 i~
(Set of plot dots), | ] ] g

H LIS Lot e L&
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Given the set of plot dots  «&F screen)  and given
+60
+50 [ )
[ ]
+40
[ ) [ ] )
+30 [ J
+20 L J o0 o
+10 [
0 [ ]
-10 [ ] °
-20 [ ]
-30 ° °
40 =
-50 / d ° ) %
-60
-70 LA N 5
80 z
(setofpiotdots), .~ @
GLEL Lok s k&

i. We tickmark - on the ruler —
+80 Screen

70
0 50
ii. We draw a _ level 40 °e o' °
+30 ° [ ° [
1 H 20
Im(.a"through the tlckrT1ark for - ol e .
iti. We mark the single plot point %0 °
i y °
where the level line = °
. —40 L] o o
intersects the set of plot dots, [ | O] -
>
iv. We draw a left number level = (_\_/1 ®e. §
o -80
line through the marked plot dot, S ot a
4A_A_A_A_A_A_I_A_A_l_l_>
v. We read the related hhbb Lot thsLs
left number where the left number
level line intersect the ruler for
left number: —2 .
DEMO 1.5c
. ' Right numbers .
Given the set of plot dots  +&F ( screen)  and given
+60
+50 Y [ ]
+40 P ) o °
Gl o Cee
+10 [
0 o °
-10
20 ° L
-30 [ ] [
—40 -
2 / I
-70 L 5
-80 =
(Setofpiotdots) @

bLbbLlott st
the _ - get the left number related to - if any.
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change
i. We tickmark - on the ruler Right numbers
for righ numbers 5
i +60
ii. We draw a _ level e ® 9
] - +30 Se , © °
line through the tickmark for —30, o b
. . °
iiil. There is no plot point where % ° b
che [N '<ve' 'ine B e .
intersects the set of plot dots. (This o ° ® .. E-“
is where the fact that setx of plot = (\/ ®e El
- -80 ]
do'fs are sparse comes in.) (Batz Piot) G
iv. We cannot draw a P O SRR N A O

left number level line through a
marked plot dot,

v. There is no left number
related to the given —30 .

4 Functions

To see that something is changing, and to record the change, we must look
at that thing in relation to something else.

EXAMPLE 1.18. To realize that:

» The airplane we are sitting in is moving, we must look out the window.

» The tree we see out our window is growing, we must look at it in relation
with somethings like a building..

This is even more the case for quantitative changes.

EXAMPLE 1.19. We might say that someone’s [income tax| was [$21270

but, by itself, that wouldn't be much information because, for instance,
ﬁ of [income tax| was a lot more money in Year 1913 —the year

lincome tax| was first established, than, say, a century later, in Year2013 .

So, for saying that someone’s [income tax is - to be information, we

would have to have some relation pairing years with _

. - of [income tax is a lot more money for the rest of us than for

billionaires . So, for saying that someone’s income tax is - to be
information, we would have to have some relation pairing Incomes with
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However, the fact that a relation can relate one same left number to

many different _ can make differences difficult to see.

EXAMPLE 1.20. Consider the following:

* A slot machine can pair a number of coins with just about any RUMBErGf
€6iRS which makes it quite hard to decide if this slot machine is better for
gambling than that other slot machine.

e A parking meter can pair a number of coins with only one RUMberof mind
Uite§ which makes it easy to decide if this parking meter is better for parking

than that other parking meter.

1. Function requirement. So, from now on we will restrict our-
selves to functions, that is to relations that meet

DEFINITION 1.1 The function requirement for a relation:

No left number can be related to more than one _

that is, in other words,

A left number can be related to no more than one _

that is, still in other words,

A left number can be related to at most one _

EXAMPLE 1.21. In EXAMPLE 1.14 (Page 74)

e The slot machine does not meet the Local behaviour coding format
(DEFINITION 2.1, Page 135) because even when two Persons put the same
amount of money in a given slot machine, the slot machine can give dif-

ferent_ to the two Persons.

e The parking meter does meet the Local behaviour coding format
(DEFINITION 2.1, Page 135) because whenever two Persons put the same
amount of money into a given parking meter, the parking meter will always

give the two Persons the same _

EXAMPLE 1.22. As opposed to the relation in ExaMPLE 1.5 (Page 67),
the relation given by the table
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Persons : _ if any, these Persons like:

Dave -
Eddy [0

fran g

satisfies the Local behaviour coding format (DEFINITION 2.1, Page 135)

input/output device
I-O device

input

output

return

2. Inputs and - The Local behaviour coding format (DEFINITION

2.1, Page 135) actually makes a big qualitative difference among relations
in that, while relations are essentially embodiments of Da Vinci’s state-
ment so that there is no precedence whatsoever between left things and

_, with functions, as we will see, left things somehow come

"before" _ and, in fact, functions are seen as input /output de-
vices, I-O device for short. (https://en.wikipedia.org/wiki/Input/
output)

So, to acknowledge this precedence in the case of a function, we will use
the word input instead of left number and the word - instead

of _ Then, instead of saying that an - is related to

an input we will say that the function returns the - for the given
input .

We can then rephrase the Local behaviour coding format (DEFINITION
2.1, Page 135) as follows:

DEFINITION 2.1 (Restated) Local behaviour coding format

Given an input , a function cannot return more than one -

words

Given an input , a function can return no more than one -
that is, still in other words,

Given an input , a function can return at most one -

So, according to DEFINITION (Restated) 2.1 - Local behaviour coding
format (Page 89):


https://en.wikipedia.org/wiki/Input/output
https://en.wikipedia.org/wiki/Input/output

domain

And even inside 'casual"

MATHEMATICS !

In other words, this text is
trading rigor for expository
simplicity. And this theoret-
ical difficulty wouldn’t come
up any time soon anyhow.

Of course, you might say
that no tax = $0.00 so this
may not a very good eram-
ple for CAUTIONARY NOTE
1.4 - Inputs with no output
(Page 90).
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A. Given an input , a function may or may not return an -, that

is there may or may not be an related to the given input .
Now, while this is fairly standard practice outside of MATHEMATICS,

strictly speaking, functions should not be allowed to return no

because that would eventually cause a theoretical difficulty and so one

should introduce the word domain for the collection of inputs for whch

the function does return an -

EXAMPLE 1.22. (Continued)  For a mathematician, the given relation
is not a function and only its restriction to its domain, that is Dave, Fran,
is a function. satisfies the Local behaviour coding format (DEFINITION 2.1,
Page 135)

However, inasmuch as we will not be anywhere near encountering
this theoretical difficulty:

CAUTIONARY NOTE 1.4

tion may return no -

In this text, given an input , a func-

EXAMPLE 1.23. The relation given by the income tax tables of the IRS
satisfies the Local behaviour coding format (DEFINITION 2.1, Page 135)
and is thus, in the real world, a function even though incomes below the
minimum income cause no income tax.

B. On the other hand, it is quite possible for a function to pair many
different inputs to one and the same - In other words, the very

same - may be returned by a function for many different inputs .

CAUTIONARY NOTE 1.5 A function may return the same
- for several different given insputs

EXAMPLE 1.24. A business may be looked upon as the function given
by the input-output table of its profits/losses over the years:
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Fiscal Year | Pigft/Loss1

1998
1999
2000
2001
2002
2003
2004
2005

In 1998, 2001, and 2005 the business returned the same profit/loss namely

3. Language for functions. Since functions “are widely used in sci-
ence, and in most fields of mathematics.” (https://en.wikipedia.org/
wiki/Function_(mathematics)), just as with ARITHMETIC, a whole lan-
guage was created as the development of CALCULUS proceeded, with vari-
ants depending on what aspect of CALCULUS was being developed, so we
will now descrlbe the particular variant we will use.

i. Individual symbols: We will use capital script letters to write the
names of given functions.

EXAMPLE 1.25. Say JOE is the name of our favorite parking meter.
Then 25 cents might be what we want to input in the function JO& and

_ might be the parking time that JOE will return.

ii. Generic symbols: The following symbols are completely standard:
a. We will use f as symbol for a generic function.

b. We will use z as a global variable for input numbers, that is as a place-
holder fot insputs

c. We will then use , to be read , as symbol for the output,
if any, that the function f returns for the input =z

CAUTIONARY NOTE 1.6 Even though, because of the color
boxes, we could write just instead of , we will still use
parentheses because that’s what is done by absolutely everybody.

By the way, there is an alternate, parenthesis-free, notation:

capital script letters
f
f(@)

In many ways, functions
are to CALCULUS very much
what numbers are to ARITH-
METIC.

And absolutely necessary if
you don’t happen to have
color pens.


https://en.wikipedia.org/wiki/Function_(mathematics)
https://en.wikipedia.org/wiki/Function_(mathematics)

f

arrow notation
send

function problem
direct problem

Try to find a CALCULUS text
that does!

Er, # isn’t  standard
in ...standard CALCULUS
texts.
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LANGUAGE NOTE 1.4 Reverse Polish Notation
The Reverse Polish Notation (RPN) is another way to write the output

of a function f for an input z , namely instead of .

RPN is a much better notation, if only because is parenthesis
free, but we shall not use it as, unfortunately, about no one in the
mathematical world does.
(https://en.wikipedia.org/wiki/Reverse_Polish_notation)

d. We will use the symbol L) to write functions in arrow notation:

. =N

Inasmuch as we read from left to right, though, the arrow notation

- - =N

tends to place an emphasis on the input rather than on the function f and
there is an

LANGUAGE NOTE 1.5 Alternate arrow notation. In order to
place the emphasis on the function instead of on the input , a stan-
dard alternative is to write:

f:x—>
f sends x to

While we will not use the alternate arrow notation, we will use the
worf send because it is symmetrical to the word return.

which is read

4. Function problems. Just as in the general case of Relation prob-
lems (Subsection 1.6, Page 69), there will be two kinds of function prob-
lems whose name acknowledge the fact that with functions, going from
input to - is the privileged direction.

e A direct problem is a function problem in which we are given an input
and we are looking for the - that the function may return.

EXAMPLE 1.26. In ExaAMPLE 1.22 (Page 88), a direct problem might for
instance be: What was the profit/loss in 19997

Answer: -


https://en.wikipedia.org/wiki/Reverse_Polish_notation
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EXAMPLE 1.27. In EXAMPLE A.18 (Page 511), a direct problem might everse problem
for instance be: input-output pair

I-O pair
that is, _ parking time will JOE return for 75 cents 7

We will see that direct problems are generally relatively easy to solve.

EXAMPLE 1.28. Solving direct problem in the real world like figuring how

much _ will three quarters buy you is easy: if nothing else, just

put three quarters in the parking meter and see how much _ you
get!

e A reverse problem is a function problem in which we are given an
- and are looking for the input for which the function returns the

EXAMPLE 1.29. In EXAMPLE A.18 (Page 511), a reverse problem might
for instance be:

oE

that is, how many cents should we input for JOE to return [50 minutes
parking time?

ExAMPLE 1.30. In ExAMPLE 1.22 (Page 88), a reverse problem might
for instance be: In what year(s) (if any) did the business return FF5000/?
Answer: 1998, 2001, 2005.

Of course, neither direct problems nor reverse problems need have a
solution.

EXAMPLE 1.31. In EXAMPLE 1.22 (Page 88),

» Thereis no - for Year 2000 .
» There is no Year for which the - is 16000/ .

5. Input -- pairs. Given a function, an input and an -,
we will use the word input -- pair, I -. pair for short, when
the function returns the given - for the given input .

We will continue to use in the case of input - pairs the format
which we introduced in Subsection 1.6 - Relation problems (Page 69), par-
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infput'mtltput function ticularly for plotting purposes, but in the cae of functions we will also use
orma

I-O function format another two formats:

DEFINITION 1.2 The two input-output formats which say that
xo and - are related by a function f, are:

"function” because of DEFI- . .
NITION 2.1 - Local behaviour o For computational purposes, the equality = -

coding format (Page 135) 7
e For conceptual purposes, the arrow notation xyg — -

And of course, we can combine the two as: xg L) = -

EXAMPLE 1.32. In ExAMPLE A.18 (Page 511), we could have written:
o For computational purposes, the equality — 10 minutes
or

o For conceptual purposes, the arrow notation 25 cents JOE, _

Of course, we can combine the two:

25 cents —%— = 10 minutes.

Usually, though, we will not include units in either inputs or outputs.

EXAMPLE 1.33. To say that —5 and - are related by the function
JILL, we can write

o For computational purposes, the equality = -

or
. T
e For conceptual purposes, the arrow notation —5 JILE -

. T
Of course, we can combine the two: —5 —&—) = -

6. I —. pair problems. Ina [ —. pair problem, we will be given
both an input and an - and we will want information about the input-
output pair, for instance whether or not the function returns the output or
whether the input and the output have the same sign or whether the output
is larger than the input, etc.

EXAMPLE 1.34. In ExAMPLE 1.22 (Page 88), we may ask
In 2002, did the business really return -?

As might perhaps have been expected, it is solving reverse problems
(which, as we will see, is what ‘solving equations’ is all about) that matters
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most in the real world. Input-Output plot
I-O plot
EXAMPLE 1.35. What we usually need to solve in the real nputlevelline

world is, for instance, figuring how many quarters we need to get, say, output level line

5 Functions Given by I-/0 Plots

In keeping with our introduction in Subsection 4.2 of the words inputs and

- instead of left number and _ in the case of functions,

e instead of the words set of plot dots which we introduced in Subsec-
tion 3.5 for relations, in the case of functions we will use the word Input-
Output plot, I-O plot for short, .

e instead of the words left number level line and _ level line
which we introduced in Subsection 2.1 for relations, in the case of functions
we will use the words input level line and - level line

1. Input —- plots. Since functions are a special kind of re-
lation, Input-Output plots can give functions but we need to restate the 77
(?7 72, ?77) in words of set of plot dots:

DEFINITION 2.1 (Restated) Local behaviour coding format
In order for a set of plot dots to give a function,

No input level line shall intersect the set of plot dots more than once.
that is, in other words,

Any input level line shall intersect the set of plot dots at most once.

EXAMPLE 1.36. Given the set of plot dots
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Outputs

+50 Screen

syndu|

S S
1 + +
hhdbdLeorl HLs

since there is at least one input-level line that does intersect the set of plot
dots more than once, the set of plot dots does not give a function

EXAMPLE 1.37. Given the I-O plot
%puts

+80
+70 © e
+60

+50
+40 e Screen

since no input-level line intersects the I-O plot more than once, the I-O plot
does give a function

2. Interpolation As visual as I-O plot can be, a major difficulty with
functions given by I-O plots is that sets of plot dots are sparse (CAUTIONARY
NoTE 1.3, Page 80) so that functions given by an I-O plot cannot return
any output for most inputs.

So, in many real world situations, one has to interpolate the I-O plot,
that is somehow create intermediate plot dots. For instance, one can
reset the plotter and make another run. The trouble, though, is that just
about anything can happen with these intermediate plot dots:

i. There is not even any guarantee that the interpolated I-O plot will still
meet the Local behaviour coding format (DEFINITION (Restated) 2.1, Page 95).
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EXAMPLE 1.38. The I-O plot in EXAMPLE 1.16 (Page 77),
Outputs
+90 (

~
Screen

-90 _ Y,

sinduj

P P P R S
[ ! +. T+
~obhibbLloiE L EiEod

meets the Local behaviour coding format (DEFINITION (Restated) 2.1,
Page 95) but:

while with the blue intermediate with the red intermediate plot dots,
plot dots, the new I-Of plot the new I-O plot

Outputs Temperature

+of (7 Screen)

Screen 480} i creen

+70[

+60 [ :

+50 [ I
L awl |® p

¢ o tsof ° *

Y o ° °.

o +20[

® o +10f 3

+90
+80
+70
+60
+50
+40
+30
+20
+10
0

-10
-20
-30
-40
-50
-60
-70
-80
-90

T
[ J
[ J
[ J
[ J
o
[ J
P
[ ]
[}
[}
[ )

- J

sindu|
b
o

——— P -
~obhbilbbLloi b REoed

sAeq

R P ,
— T+
~ohildbblort{tLhtidsd

still gives a function, does not give a function.

ii. Even wnen the interpolated I-O plot does give a function, that function
can be just about any function

EXAMPLE 1.39. In the case of the I-O plot in EXAMPLE 1.16 (Page 77)
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declare Outputs

4 N\
+90 Screen

-90 _ Y,

syndu|

M , L
[ ! + T+
vobhbldbbLoh Kt LEESL

the following two interpolations both give a function but

While the intermediate plot dots the intermediate plot dots could just

could of course be: as well be:
Outputs Outputs
L ~

+90r Screen +90r f : :: ® Screen

+80 +80 ® o0 o

+70} 470t ° ® e ®

+60 | +60 [ @ [ X o

+50 +50 | .. : g :

+4a0} +40

+30 | ..$ U3 +30} .\. 4 % :

+20 | ... +20F ... .o. ... 'Y

+10} o® () +1or o o’

of 000 () o | [ 20 o O00
10} %, _¢*° 10| S ®
L 000 ° (3

-20 20} . ®

30} -30 F ° ®

-40 —40 | 4 ®

-50 [ -50 | ® 4

60 | 60 | ® s

-or -or ° ®

Sor 5 —8or ° ® =

el N )3 -90 \ e H )3
f=4 f=4
& &

N N A 3 A 350 S .

iii. In fact, how to interpolate an I-O plot is not at all a simple matter
and there are many methods for coming up with likely outputs for missing
intermediate inputs. (https://en.wikipedia.org/wiki/Interpolation)

3. Direct function problems Keeping in mind that I-O plots are

sparse:
i. When the given input is a number , solving direct problems goes exactly
as with a relation given by an I-O plot and we just use, suitably rephrased,

PROCEDURE 1.3 - Read a Plot dot (Page 76):

PROCEDURE 1.6 To get for a given zp when f is given by


https://en.wikipedia.org/wiki/Interpolation
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an [-O plot,

i. Tickmark zg on the input ruler,
ii. Draw an input level line through zg ,
ili. Mark the plot dot at the intersection, if any, of the input level line

with the I-O plot,
iv. Draw an output level line through the plot dot (if any),

v. Read where the output level line intersects the output ruler,

DEMO 1.6a With the function JZM given by the |-O plot
+100‘!_ [
+so: o

+60 |-

+40 |-
+20|- [ J

get —2.5

i. We tickmark —2.5 on the input
ruler,

ii. We draw an input level line
through the tickmark,

iii. We mark the plot dot at the in-
tersection of the input level line with
the I-O plot,

iv. We draw an output level line
through the plot dot,

v. We read —2.5

the output level line intersects the

output ruler: -

where
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regular input DEMO 1.6b With the function GWEN given by the I-O plot
+100‘E— L
+soE [ ]

+60 -

+40 -
4201 [ ]

get +0.7

i. We tickmark +0.7 on the input 1ok T -
ruler, +80f °
ii. We draw an input level line se0f O A °
through the tickmark, +40| ¢ ‘. .
ili. There is no plot dot at the inter- 20 d o :
o &
section of the input level line with sl o e o
- °
the 1-O plot, ol o L
iv. GWEN does not return any 60 - o >
output for +0.7 oF d Seroen =
N /@
[T = S g

A Junction given by an I-0 regular input will be an input number for which the function returns

plot cannot of course return
< o output mumier

ii. When the given input is infinity , since inputs and - are
mid-size numbers, an | —. plot cannot provide any information about the

- for large-size input numbers .

However, occasionally, the I -. plot can hint at what the function might
return near infinity

EXAMPLE 1.40. It might seem that
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the I-O plot
Outputs

+70
+60
+50
+40
+30
+20
+10

-10
-20
-30
-40
-50
-60
70

[
[S I

|
b b L

o

+
FSe]

but of course the I-O plot could equally

+

>
©
=
=4
2]

hints near co at
Outputs

101

+70
+60
+50
+40
+30
+20
+10

-10

o

o

0 @
[
®.

20 ®0dde
-30 °°0. o*
—40
-50
-60

=70

sindu|

well be almost anything, for instance

Outputs Outputs
+70 +70
+60 +60
+50 +50
+40 +40 19
+30 +301 @
+20 +201 ® Y
+10 i +101 9 s .
0 ® ° 0 ° ° o
-10 g ®0g00° -0 ° g oo
20 o) °. oo 20 -. ) %o,
- ® ® - ® 0
-30 .. ... Q) -30 ... (] ..
40 ® o...o. —40 o...o. °
-50 1o -50
-60 - -60
-70 _§ -70 3
= =
CJ 17
—_—r—————— —————r—r—r—p
Hhbdbb Lot st ts LLLL Lo L8 st
EXAMPLE 1.41. It might seem that, near oo,
the I-O plot hints at
° [ ]
Outputs © Outputs ®
o
+70 +709 ©
+60 e +601 © ®
+50 o +50 ® g
+40 ® +40 o 4
+30 o +30 ° o
+20 o +20 ° ®
+10 ® +10 [ ®
0 ) ° 0 ° °
-10 PY -10 ° [ ]
-20 (] -20 [ J o
-30 L4 .. -30 L4 .. °
40 ° -40 ° [ J
50 -50 [ ]
° 60  e®
-60 s — - (Y
-70 =] -70 5
el
c ©
= c
2 @
HLb b Le & k& SGho&dbLeipd i

but of course the I-O plot could equally well be almost anything, for instance
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+70 ° +70 — ®
+60 o +60 o
+50 o +50 ®
+40 e +40 o
+30 N +30 N
201 @ o o +20 N
+10 ) ® +10 ®
0 ° ° 0 .. ° °
-10 ° ° -10 o |® e
-20 [ J o -20 o ®
-30 i .. ° -30 ° ° .. [ J
-40 ° ° -40 : ° °
-50 ° ° -50 ° °
-60 o.0® 601 @ o .0®
° = ° °
-70 3 709 3 =
5 . E
" ~
[
—_——> NN
Hhd b AR S G4 SHhdbb Lol &t

4. Reverse function problems For a given functions, a reverse
problem is to locate the input(s) if any for which the function returns
- [

When the given - is a -, we just use, suitably rephrased,
PROCEDURE 1.5 - _ for a left number (set of plot dots (Page 84):

PROCEDURE 1.7 To get zy for a given - when f is given by an

I -. plot

i. Tickmark - on the _

ii. Draw an _ through -
iii. Mark the plot dot(s), if any, where the _ intersects

the 1-J@) plot

iv. Draw an input level line through each marked plot dot,

v. Read zp where the input level line(s) intersect the input ruler .

DEMO 1.7a Get the input(s), if any, for which the function RON
given by the I-O plot
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A Outputs
e

+100 o

+80 [ ]

+60 |- L4 ) i

+40[- ® .. :

+20 o Y

0 [ ] [ ]

-20 : o o

40 ° ® 0

-60 L

<o | @® 5

_100 | L Screen jg

Lbblbblottatasa
returns the output |—30 .
AOutputs
A a 00N Screen [
i. We tickmark the output number ool o .
—30| on the output ruler, ool e o °
ii. We draw an output level line w40 o ° s
through the tickmark, 200 L ¢ A
. . o ) °
iii. We mar.k the plc?t point(s), if ol 5 S
any, at the intersection of the output ol ® * o
level line with the I-O plot o[- o °
iv. We draw an input level line <o o® E)
-100 o

through the plot dot(s), if any,

v. The input number(s), if any,
is/are at the intersection(s), if any,
of the input level line(s), if any, with
the input ruler: —4

DEMO 1.7b Get the input(s), if any, for which the function MAE
given by the I-O plot
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A

+100

A Outputs
e

THE NAME OF THE GAME

returns the output | =30 .

Outputs

+100 i Screen [

i. We tickmark the output number
—30| on the output ruler,

ii. We draw an output level line
through the tickmark,

iii. We mark the plot point(s), if
any, at the intersection of the output
level line with the I-O plot

iv. We draw an input level line
through each plot dot(s), if any,

v. The input number(s), if any,
is/are at the intersection(s), if any,
of the input level line(s), if any, with
the input ruler: —4, +3, +5

+80
+60 -
- ¢

+20 [

\/ sindu|

-
=
o
B
o
=
=
0
L+
o+
e+
v+
G+
o+
I+

DEMO 1.7c Get the input(s) , if any, for which the function SALLY
given by the I-O plot
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Zero

(0]
" 00‘% {utputs -
+80 [ ]
+60 |- L4 ) i
° °
+40[- ®
°
+20 [ ] L] °
0 [ J [ ]
-20 : o o
40 ® 0
-60 i L4
<o | @® =
_100 | L Screen JE’
Lbblbblottatasa
returns the output | —62.5 .
i. We tickmark the output number A GltpuE
—62.5 on the output ruler, no L . Screen :\
+80 -
ii. We draw an output level line ook ° . )
through the tickmark, a0l ° ° :
iii. We mark the plot point(s), if +201 ° o R
any, at the intersection of the output °r ‘. e
2 g 20
level line with the I-O plot ol ° ° o
iv. There is no intersection therefore s - ° °
there is no input level line through | g® E
the plot dot(s), if any, oot @
DN P RN N N

v. The input number(s), if any,
is/are at the intersection(s),therefore
there is no input number.

5. Zeros . The fact that reverse problems usually have in fact no
solution because I-{O plots are sparse is particularly unfotunat when we
are looking for the zero(s) of a given function, that is for the inputs

whose [output is (0. Zeros will be important be-

And, even though 0 is a dangerous number (CAUTIONARY NOTE (.2, c®use, as we will see, in-

. . puls whose output is 0 often
Page 5), a zero is a regular input. separate inputs whose output

However, with functions given by I -/O] plots, we will have to keep even is positive from inputs whose
more seriously in mind that ?7 (7?7 7?7, ?77). output is negative.

EXAMPLE 1.42. The function EM MY
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has two zeros
but it certainly looks like EMMY also has a zero between —3 and —4

6. Poles . An actually even more important reverse problem will be

locating the pole(s) if any, of a function, that is those inputs for which
the function returns 8al.
Of course, a pole is not a regular input since a function given by

a I-{0O plot cannot have pole(s) since all the [outputs are medium-size

numbers. Yet, I-[O plots can hint at possible 'pole(s).

EXAMPLE 1.43. It might seem that

the 1-O plot hints at a posible pole at +2
° °
) [ J
e o
°
Outputs Outputs : :
+70 - ° 0 +70 - ) 0
+60 - ° 0 +60 ° H
+50 1 [ 4 +50 1 o H
+40 1 H 1 +40 1 H o
+30 S ° +30 1 ° ]
+20 o ° . +20 '. ° :
+10 A % ° H +10 1 ° e .
04 .. .. . 0 - .. ° 0
-10 1 . e ) 10 - * o *
-20 (X K [ -20 (N o A
-30 %0e0® . -30 - 0q0® (N
40 - % —40 4 o
-50 A -50
-60 A -60
70 A =70 -
5 =3
Gl b Lot ata o SHbhbdbbLedtbtstsds @

but of course the I-O plot could equally well be almost anything, for instance
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discrete function

%o :
Outputs e o Outputs ° curve
o ° [YY IR
+70 1 N J
[ ] +70 ° 0
+60 1 ° - +60 ° $
+50 1 : ' +50 1 [ M
+40 . 0 +40 1 H H
i o S H 307 o e H
° +20 1 °
+10 4 ] ° [} 10 4 o ° [J
0 - o [ J U] + L] ° [}
[ ) ° 0 04 [ ) ° '
=101 ° 0 (] -10 A o )
_o0 A [J ° Q)
20 () .. .. -20 4 ° .. ..
—301 ®oee® [ -30 ®oge® .
40 1 " -40 %
=501 -50 A
-60 1 280 1
=70 1 -70 A
=3 5
i 2 — . — 2
hbhbdbLonbs s g ALibb Lot sis @

7. Discrete Calculus. In this text, though, we discussed functions
given by I-/0] plots only for introductory purposes and, from now on,
functions will not be given by I-fO plots anymore.

Nevertheless,

LANGUAGE NOTE 1.6  Functions given by I-O plots are a par-
ticular kind of functions usually called discrete functions.

And in fact, the DISCRETE CALCULUS, that is the calculus of discrete
functions is a very important piece of MATHEMATICS. (https://en.wikipedia.
org/wiki/Discrete_calculus)

6 Functions Given By Curves

Functions given by I-/Q] plot involved only medium-size numbers but func-
tions given other than by I-O] plots will also involve both

o small-size numbers.
and

o large-size numbers,
So, we will not be able to use quantitative Cartesian setups any more than we
could use quantitative rulers back in Section 12* - Real Numbers (Page 55).

1. Qualitative Cartesian setup. In order to use large-size numbers
and small-size numbers as well as medium-size numbers, we will then:
» Give functions with curves instead of with I-/O] plot,


https://en.wikipedia.org/wiki/Discrete_calculus
https://en.wikipedia.org/wiki/Discrete_calculus

qualitative Cartesian
setup
offscreen

8%31%19 you don’t have

the calﬁulus meaning
501 een

({1;1 e and go by
3’83% ¢ e’ueryjzday meaning

%g%&ncg}nzd hways look-up
?l@%})%dk}l@n wikipedia.
g@plibzd@t/Curve

Mercator view
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and

» Use qualitative Cartesian setups that is Cartesian set ups in which:

— The screen is within a surrounding area we will call offscreen,
— The input ruler is a qualitative ruler,
— The output ruler is a qualitative ruler.

Then, a curve that satisfies the 7?7 (?? 72, ??) will give a function

e whose global graph is the given curve,

e whose onscreen graph is the part of the global graph which is on
the screen. We will picture the onscreen graph with a solid line.

e whose offscreen graph is the part of the global graph which is not
on the screen. We will picture the offscreen graph with a dotted line.

Also, in the case of functions given by curves, we will use the word graph
dot instead of the word plot dot.

Since our purpose in this Part I - Functions Given By Data (Page 63)
is introductory, we will use curves to give functions but eventually we will
want curves to picture functions that will have been given otherwise in Part
IT - Functions Given By Rules (Page 207) and after. In any case,

CAUTIONARY NOTE 1.7 Functions given by curve are not nec-
essarily simple and certainly not as simple as those used here.

2. Mercator view. By far the simplest way to view a qualitative
Cartesian setup is by way of a Mercator view which is a flat view that

shows the 2 pt compactification of each ruler:


https://en.wikipedia.org/wiki/Curve
https://en.wikipedia.org/wiki/Curve
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S e :
Positive Offscreen
upper
cutoff - ~
i Screen 1
0 i 1
Negative L )
upper ¥ p 1
cutoff l ] ;

i 5

i B

L B (R S— 1@

. ; »

large-size medium-size large-size +

Negative upper cutoff Positive upper cutoff
EXAMPLE 1.44. The curve 40

Offscreen  *

Screen

Offscreen .+
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o ’5
5 g
satisfies the 77 (?7 77, 7?): and so it is the global graph of a
function:
o) 4 Outputs| o o0 4 Outputs.
Offscreen .:'
T Offscfeen graph
\
------- —\ R
Screen Onscreen graph:
o E o
8 § 8

00+VY syndu|
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3. Mercator views are not conclusive. But even though the Mer-
cator view is by far the most commonly used, it is important to be aware of
the severe limitations to the information which Mercator views can provide
about a function as the Mercator view shows mostly the onscreen graph and
therefore depends very much on the cutoff sizes for medium-size numbers.
The problem is a difficulti. How much an onscreen graph shows about a function depends very much
on the cutoff size for medium-size input numbers.

For instance, Mercator views do not necessarily show all the zeros of a

conclusive

one and Mercator’s solution,
https: //en. wikipedia.
org/ wiki/Mercator_
projection, was the first
in a long list: https://
en. wikipedia. org/wiki/
List_of_map_projections

function.

EXAMPLE 1.45.  The following onscreen graphs of the function ZAN) are
all at the same scale and differ only by the cutoff size for medium-size input
numbers:

With medium-size input numbers
cutoff at 15, the onscreen graph cutoff at 20, the onscreen graph

shows no zero shows one zero:
“omPu's , , A outputs

With medium-size input numbers

v 9ZIS-
Sable)

S ezIs-
able)

&

A\

.

CeCTUT R

[}

iScreen ; Screen

W

00

[ coocooodbaama oo

— | = :
) o 2 i
N Q N Q '
o) 5 © @ ! T
2 ; 2
g : &
I B 1 } :
=T | =
large + \arge Iar_ge 0 M Iar_ge
-size o o -Size -size S R -size
Zero

With medium-size input numbers
cutoff at 30, the onscreen graph
shows three zeros:

With medium-size input numbers
cutoff at 25, the onscreen graph
shows two zeros:

A Outputs A outputs | )
n o Offscreen @' D:) : Orrfsa:reen
N'@Q : NG :
® O o @
+500 +500
0 o A X" ! 0 oy Xyt .‘1
)| s\ i K QY (o
Screen Scree :
=500 500
b T : : b8
N'Q : : N'Q
88 : : = 3 ® -
5 f 3 3
H H < : =
' I @ ' @
I 1 k| » r L 1 »
=) =) 1
arge A © } TTarge large = A Aiarge
-size N -gize -size & &-size
Zeros e Zeros

In other words, the Mercator views of a given function are

not conclusive


https://en.wikipedia.org/wiki/Mercator_projection
https://en.wikipedia.org/wiki/Mercator_projection
https://en.wikipedia.org/wiki/Mercator_projection
https://en.wikipedia.org/wiki/List_of_map_projections
https://en.wikipedia.org/wiki/List_of_map_projections
https://en.wikipedia.org/wiki/List_of_map_projections
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as to the zeros of that function.

ii. How much an onscreen graph shows about a function depends also very
much on the cutoff size for medium-size output numbers.

For instance, another very important reverse problem will be locating the
pole(s) , if any, of a function, that is those inputs for wich the function
returns 83 but of course Mercator views cannot do that.

EXAMPLE 1.46.  The following onscreen graphs of the function COTY are
all at the same scale and differ only by the cutoff size for medium-size output

numbers:

With medium-size output numbers With medium-size output numbers
cutoff at 500, the onscreen graph cutoff at 1000, the onscreen graph
still does not show whether or not

does not show whether or not there
there is an input between —15 and

is an input between —15 and +15

whose output is larger than the out- 415 whose output is larger than the
put of neighboring inputs: output of neighboring inputs:
A Outputs , , A Outputs , ,
0w D : i Offscreen n o : i Offscreen
N Q : N Q : :
D o ! ® O ! !
i +1000 : :
+500 ; % +500 E I \mi
0 Tt 0 R b
500 5[ 13 -500 j \’
; ~1000-p* ;
) i ]
N'Q : N'Q
© @ ' = ®© o 5
ll' 1 1 % [ 1 1 %
large | < 1 large » large | < {1 large >
-size & O -Size -size & O -Size
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tube view With medium-size input numbers With medium-size input numbers
cutoff at 1500, the onscreen graph cutoff at 2000, the onscreen graph
still does not show whether or not does show there is an input between
there is an input between —15 and —15 and 415 whose output is larger
+15 whose output is larger than the than the output of neighboring in-
output of neighboring inputs: puts:
& g‘_:A Outputs . o DA oupE
(‘ND% i i Offscreen P (8 j
+1500 ; | 11500 5 |
+1000 : : +1000 E | Offscreen
300 : E +500 :
0 : 5 0 :
it /\ )
—-1500— E Screen é :11288 E Screen
L= 2 : —20004~ ' T
%'g 3 @ 2 : =
® ® : : 5 R 5 -
age T = 1 Tage™ — >
9 AR - 9 large < 1 large
-size G o -Size -size & o -Size

In other words, the Mercator views of a given function are not necessarily
conclusive as to the inputs whose output is larger than the output of nearby

inputs.

Altogether then:

CAUTIONARY NOTE 1.8 On-screen graphs are not necessarily
conclusive as to the output(s), if any, for medium-size inputs.

4. Compact views. In order to see the off-screen graph which shows

To see why azes rather than the ‘hehavior’ of a function for large-size inputs and for pole(s), if any, we
rulers, just try to draw rulers . . . . .

. . need to use one-point compactifications of the azes instead of using rulers.
in any of the following com-

pact views!
i. We can get a tube view by compactifying the input axis:
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ii. We can another kind of tube view by compactifying the output axis:
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iii. We can get two kinds of donut views by compactifying the input axis
and the output axis one after the other:
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Magellan view

Large-size inputs
Q0

s;nd,sz az/s-abie7

Input axis then output axis Output axis then input axis

iv. We can get a Magellan view by compactifying the input axis and the
output axis simultaneously:

5. Compact views are conclusive. Magellan views are particu-
larly good at showing why a Mercator view cannot give a function: different
functions can have the same onscreen graph but different off-screen graphs.

EXAMPLE 1.47. The onscreen graph
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A o smooth continuation

Offscreen

" sindu|

is the onscreen graph of any of the following functions viewed in Magellan view

as well as, in fact, many, many others.

So, in order for an onscreen graph to be able to give a function, we will
make the following

AGREEMENT 1.3 With functions given by curve, the upper cutoff
sizes for medium-size inputs and medium-size outputs will be such
that the off-screen graph is simply a smooth continuation of the
onscreen graph. (However, with other types of functions, there are
different kinds of continuations as, for instance, with the ‘periodic’
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functions investigated in VoL. II.)

EXAMPLE 1.48.

Given the onscreen graph in by AGREEMENT 1.3 - (Page 115),
EXAMPLE 2.37 (Page 160): the global graph can only be
A Outputs D3

Offscreen

Screen

g LT

s Offscroer; o

V sindu|

7 “Simple” Functions?

As we saw in Subsection 8.2 - - level band (Page 121) and xxx,
the information provided by the plot dot for an input need not necessarily
extend to even just nearby inputs.

For instance, we might expect that the outputs for inputs near a given
input will have outputs that are near the output for the given input but,
while this is often the case, this is absolutely not necessarily the case.

EXAMPLE 1.49. The function given by the global graph
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A Outputs
Offscreen
4.4 Screen
» Sends |+5.33 to a positive num-
/%] e — ber, +4.4
77 but
’ s » Sends all other 'numbers to neg-
k] .
S ative numbers .
>

e G+

=======End HOLDING =======

So far, the reader would have every right to think that functions are
something essentially fairly “simple” but, not only are there many functions
whose ‘behavior’ is unimaginably ‘complicated’, it is impossible to draw the
line and define anything like “simple” functions.

Basically, the difficulty is that there is nothing in what we have said so
far about functions, including the functional requirement, to prevent abrupt,
even wild, changes in the outputs for nearby inputs,

The use of nearby inputs instead of the given input raises a most impor-
tant question: To what extent are the nearby outputs (outputs for nearby
inputs) all near the output at the given input? And, as it turns out, the
question has no simple answer. So, as a backdrop to the functions which we
will investigate in this text, we will just illustrate some of the many different
possible answers.

Mathematicians and scien-
tists keep being amazed at
the behavior of some of the
functions which have recently
come up in mathematics and
the sciences.

https://en.wikipedia.org/wiki/Extended_real_number_line. https:
//math.stackexchange.com/questions/354319/can_a_function_be_considered_

heightcontinuous_if_it_reaches-infinity-at-one-point
This poses a most vexing expository problem inasmuch as making general
statements about functions becomes extremely difficult .. .and dangerous in
that we may end up stating on the basis of something true for ‘nice’ func-
tions something that would be false for these unimaginably ‘complicated’
functions. More precisely,
» If general statements about functions are worded so as to apply to really
all functions, including ‘complicated’ functions—which the reader is not
likely to encounter anytime soon, the reader is going to have a very hard

time—for no good reason,
and
» If general statements about functions are worded so as to apply only to


https://en.wikipedia.org/wiki/Extended_real_number_line
https://math.stackexchange.com/questions/354319/can_a_function_be_considered_height continuous_if_it_reaches-infinity-at-one-point
https://math.stackexchange.com/questions/354319/can_a_function_be_considered_height continuous_if_it_reaches-infinity-at-one-point
https://math.stackexchange.com/questions/354319/can_a_function_be_considered_height continuous_if_it_reaches-infinity-at-one-point

simple
smooth
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‘simple’ functions, how is the reader to know when the functions have
become too ‘complicated’ for the general statement to height continue to

apply?

EXAMPLE 1.50. It is fairly intuitive that plot dots should make up some
probably curved line. But, while this is indeed the case for many functions, it
is not necessarily the case and in fact not the case, for most functions.

One way out would be to define, say, Type A functions and then Type
B functions and then Type C functions, etc and to make general statements
for each type of functions as we go. This of course would work but would
force us to restate a lot as we go from Type A functions to Type B functions,
and then again as we go to Type C functions, etc. Another drawback aside
from the hassle of having to keep restating, is that this tends to lose the
bigger represent and there is a price to that too.

Nevertheless, one look at the TABLE OF CONTENTS of this text will show
that this is indeed what we will do in the following chapters but, before that,
if only for the sake of not having to repeat things and of the bigger represent,
we will spend the rest of this chapter discussing the possible behaviors of
‘nice’ functions.

So, even though we cannot define ‘simple’ functions and we cannot even
pin down some of the things it would mean for a functions to be ‘simple’ so
as to prevent general statements from applying to complicated functions,

AGREEMENT 1.4  will be, by the sole fact that they appear in this
text, guaranteed to be simple functions and the general statements
we will make in this text are guaranteed to apply to these functions.
(Which does not imply that these general statements apply only to
these functions.)

Roughly, smoothness extends to slope and concavity the requirements
that height continuity made on the height namely that slope and concavity
should not change abruptly. There is a big difference though:

e In the case of height continuity, we need to look at what happens at the
given input and then to what happens near the given input but only to
see if there is a jump and not even when there is a gap at xg.

e In the case of slope and concavity, on the other hand, even with local
graphs, neither slope nor concavity makes sense at the given input and
what matters is only what happens near the given input.
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CAUTIONARY NOTE 1.9 Most unfortunately, the usual mathe-
matical concept of smoothness implies height continuity which is not
the way we think of smoothness in the real world.

EXAMPLE 1.51. A PVC sewer and drain pipe is usually perceived as being
“smooth” regardless of whether or not it is solid or perforated and a smoothly
bending copper pipe doesn't stop being so if and when it develops a pinhole.

So, in this text and in trying to represent smoothness, we will go by
f(xo + h) and not pay any attention to f(zg).
https://en.wikipedia.org/wiki/Smoothness.
https://en.wikipedia.org/wiki/Analytic_function
https://en.wikipedia.org/wiki/Singularity_(mathematics)

isolated input
input level band

For that matter, educologists
well know that, in order to
define smoothness at xo in
the usual way one needs room
in which to have a limit.

https://en.wikipedia.org/wiki/Nowhere_heightcontinuous_function

https://en.wikipedia.org/wiki/Weierstrass_function
https://en.wikipedia.org/wiki/Fractal_curve

8 Local graph near a point

The main reason we will be dealing with functions given by curves is that,
in contrast with functions given by I -/Q] plot, in the case of functions given
by curves we will be able to look at the neighborhoods of the inputs instead
of having to deal with isolated inputs inasmuch as sets of plot dots are
sparse (CAUTIONARY NOTE 1.3, Page 80).

But we will first need to do a bit of preparatory work, and, in this section

In other words, in the case of

> functions given by curves, we

we will introduce in the case of functions given by curves, several different ", have "elbow room"!

kinds of things that, in fact, we will also use later on with functions given
otherwise.

1. Input level band. In order to observe the ‘behavior’ of a func-
tion mear a given point, be it a number xg or oo, we will of course need
to fatten the point into a neighborhood of that point bur we will also need
to fatten the input level line into an input level band, that is a band
centered on the input level line whose width is equal to the width of the
neigborhood.

The details of the PROCEDURE, though, depend on whether the given
input point is a number xy or is oo :


https://en.wikipedia.org/wiki/Smoothness
https://en.wikipedia.org/wiki/Analytic_function
https://en.wikipedia.org/wiki/Singularity_(mathematics)
https://en.wikipedia.org/wiki/Nowhere_height continuous_function
https://en.wikipedia.org/wiki/Weierstrass_function
https://en.wikipedia.org/wiki/Fractal_curve

120 CHAPTER 1. THE NAME OF THE GAME

PROCEDURE 1.8 To get the Input level band for a neighborhood of a
given point .

» When the given point is a number z:
i. Draw the input level line for zg ,
ii. Fatten zy into a neighborhood of xg ,
iii. Fatten the input level line for xp into an input level band for
the neighborhood of

» When the given point is oo:
i. Draw the input level lines for +00 and —oc
ii. Fatten oo into a neighborhood of oo (In Mercatot view),
iii. Fatten the input level lines for +00 and —oco into rectangles
corresponding to the width of the half neighborhoods of —+oo
and —o0

DEMO 1.8a To get the input level band for a neighborhood of the
input number —31.6

i. We draw the input level /ine for , Outputs
—31.6

ii. We mark a neighborhood of Giveninput
—31.6 on the input ruler,

iii. We draw the input level band:.indut iever iine
as a rectangle with the width of
the neighborhood of —31.6,

Offscreen

ii-Neighborhood

iii-Input level band

sandu|

DEMO 1.8b To get the input level band for a neighborhood of the
input oo
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output level band

i. We draw the input level AOutouts
) 1 |
lines for +o0c0 and —o | : Oftbereen
ii. We fatten oo into a Givan iRl i .
. I
neighborhood of oo (In Screen
Mercatot view),
ili. We fatten the input level , < >
) A i-Ingut leyel line —
lines for +00 and —oo into
rectangles corresponding to ii-Neighbprh

the width of the half
neighborhoods of +oo and
—00

iii-Irjput I

~
p
oo+¥sindu)

In the above Mercator view, there
appears to be two level bands for
oo but a tube view shows they are
only the two sides of the input level
band near cc:

2. - level band. When we fatten a given output point, be it
a number or B8, into a neighborhood, we must also fatten the output
level line for - or B8] into an output level band for the neighborhood of
the point, - or 881, that is a rectangle corresponding to the width of the
neighborhood of the point.
The details of the PROCEDURE, though, depend on whether the given
output point is a number - or [53l:

PROCEDURE 1.9 To get the output level band for a given output

» When the given output - is a number -:
i. Draw the output level line for -
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ii. Fatten - into a neighborhood of -
iii. Fatten the output level line for - into an input level band
for the neighborhood of -

» When the given output - is [|88l:
i. Draw the output level lines for- and -

ii. Fatten J88] into a neighborhood of 88 (In Mercaator view),
iii. Fatten the output level lines for - and - into rect-
angles corresponding to the width of the half neighborhoods of

] =no (56

DEMO 1.9a
To get the output level band for a neighborhood of the output number

i. We draw the output level line A Outputs

for ; Offscreen
ii. We fatten a neighborhood of GV ouieut
>

- on the output ruler,

iii. We draw the output level banlzjq_xg
as a rectangle with the width of &

the neighborhood of - -o4

ii-Ngighborhood

iii-Optput level band

¥ sindu

DEMO 1.9b
To get the output level band for a neighborhood of the output point
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i. We draw the output level
lines for - and -

ii. We fatten B8] into a
neighborhood in Mercator
view,

iii. We fatten the output level
lines for [F568] and [88] into
rectangles the width of the
half neighborhoods

of- and -

In the above Mercator view, there
appears to be two level bands for
oo but a tube view shows they are
only the two sides of the level band
near oc:

3. A Few Words of Caution Though. Starting with Part II -
Functions Given By Rules (Page 207) though, functions will cease to be
given by a global graph and will be given instead by an I-O rule

When a function will be given by an I-O rule instead of a global graph,
though, we will have to be very careful before we use 7?7 because

In Subsection 8.4 - Frames (Page 124) we discussed how to get a local
graph when the function is given by a curve. When the function is given by
an [-O rule, though, we start out with no global graph, though, and getting
a local graph is much more complicated and will require the knowledge of
the global graphs of ‘power functions’.

Since zg @ h is a fattening of =z, it is most tempting and natural

to think of as a fattening of but, even though it is

“often” the case, unfortunately
mostly the case in CALCULUS ACCORDING TO THE REAL WORLD texts

that is a neighborhood of some output number, be it
or some other output number - so that one can fatten the _
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CAUTIONARY NOTE 1.10  One should absolutely never use the
Not even in the privacy of the words “neighboring outputs” as a short for outputs for neighboring in-

der’. ind!
readers mun puts because the output numbers returned by the func-

tion f for zg @ h , that is for the input numbers in a neighborhood
of g , need not make up a neighborhood of any output number-,

let alone make up a neighborhood of the output number

EXAMPLE 1.52. In EXAMPLE 1.29, even though the inputs 27.2 and
27.4 can be considered to be near, their outputs, respectively around -
and - certainly cannot be considered anywhere near each other.

4. Frames. However, just like the plot dot for an ordinary input zq ,

that is for an input-output pair of numbers ( 0 ,-), is at the intersection
of:

e the input level line for the input number g

e the output level line for the output number -,
similarly, the local graph for a neighborhood of a point will be within the
frame which is the border of the intersection of the input level band and
the output level band:

PROCEDURE 1.10 To get the frame for an (point ,‘:

<x0,-) or(:co,-> or(oo,-) or (00, I53l)

i. Get the input level band for xg or oo

ii. Get the output level band for [#g! or |81

iii. Frame the intersection of the input level band and the output
level band

DEMO 1.10a
To get the frame for the input-output pair ( —3.16 ,-)
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i. We get the input level band for
—3.16

ii. We get the output level band
for

iti. We frame the intersection of
the input level bands for —3.16

and - i

ii. OU

jii. Lg

DeEmMoO 1.10b

Give
Give
lo

-3

Y+E]°L

Inp|

\Outputs

n input

Offscreen

n output
point

Lit level band ——

tout level band

cal box —/

31.6+h

To get the frame for the input-output pair ( —3.16 ,-)

i. We get the input level band for
—31.6

ii. We get the output level band
for 681

ili. We frame the intersection of
the input level band for —31.6
and the output level band for 681

In the above Mercator view, there
appears to be two frames for 881
but a donut view shows they are
only the two halves of the same
frame.

DeEmMO 1.10c

To get the frame for the input-output pair of numbers ( o0 ,-)

+

L+

Giver] input

Give output%>

i~-Inpyit level band

ii-O

iii-Lgcal box

Screen

utput level band

125

sandu|

-31.6+h

VY sindy

But then Magellan views are
a lot harder to draw.
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i. We get the input level band for
00

ii. We get the output level band
for 7L

iii. We frame the intersection of
the input level band for co and

the output level band for -

In the above Mercator view, there
appears to be two frames for 681
but a donut view shows they are
only the two halves of the same
frame.

DeEmo 1.10d
To get the frame for ( ¢ , [69)

i. We get the input level band for
00

ii. We get the output level band
for 681

iii. We frame the intersection of
the half input level bands for oo
and the half input level bands for

Giveh input

Offscreen

Giveh ou

L+

—+71.6

¥+9

i-Inqut Ie
ii-Odtput

iii-Lpcal

THE NAME OF THE GAME

g Outputs

~
T

Giverlinpu

Giver| outplit

i-Inpdit levdl band —
ii-Oufput Idvel band —

iii-Ldcal bgx

Screen

5

—00

-~

5

©

c

s

w

| &

8
=3
=}
=
Iod
n
8
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What appears to be four frames are
actually parts of the frame because |
we are using a Mercator view in- :
stead of a Magellan view in which \
they would appear as the four quar-

ters of a single frame. L.am

5. zzzzz22772727727277 Just the way a plot dot shows the inpui-output
pair for a given input number, a local graph will show the inpui-output
pairs for the input numbers in a neighborhood of a given input point:

PROCEDURE 1.11 To get the local graph for inputs in a neighborhood
of a given point when the function is given by a global graph

i. Mark a neighborhood of the point on the input ruler,

ii. Draw the input level band for the neighborhood of the point
using 7?7 7?7 - 77 (77?),

iii. The local graph near the point is at the intersection of the input
level band and the global graph.

While the procedure is the same regardless of the nature of the point,
we will look at the difference cases separately

6. Local graph near x.

DEmO 1.11a
To get the local graph near —3 of the function MARE whose global
graph is
A Outputs

Offscreen

Screén

¥ sandy)

local graph
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i. We mark a neighborhood of A Outputs ‘ L
—3 on the input ruler,
ii. We draw the input level band
for the neighborhood of —3, a2
iii. The local graph of MARE i npbt Neighberhdod 18
near —3 is at the intersection of i il ieder bana
the input level band with the i Lodal Chaph
global graph, > :
:' : EEOffscreen _g
— s>

Dewmo 1.11b
To get the local graph near the pole +5 of the function JEN whose

global graph is

A Outputs )
Offscreen :
/ 3
; s
; g
i. We mark a neighborhood of A Outputs

Offscreen

+5 on the input ruler,

ii. We draw the input level band
through the neighborhood of +5 ,
iii. The local graph of JEN near |t Neighborhood
+5 is the intersection of the i Input le
input level band with the global i Lbcal Graph

graph,

Screen

¥ sindyj
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7. Local graph near oc.

Keep in mind that even for large inputs, a function may return outputs
of any qualitative size, medium-size: large-size or small-size.

DEmoO 1.11c
To get the local graph near oo of the function REN whose global

graph is

A Outputs

— 1

Screegn

|
¥V sanduy

A Outputs

i. We mark a neighborhood of 4
oo on the input ruler,

ii. We draw the input level band
through the neighborhood of oo,

iii. The local graph of REN near inpur
oo is the intersection of the input ;
level band with the global graph,

Demo 1.11d
To get the local graph near oo of the function MZN A whose global

graph is
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A Outputs
Offscreen

Screen
3

V sanduy

A Outputs

Offscreen

i. We mark a neighborhood of

oo on the input ruler,

ii. We draw the input level band
through the neighborhood of oo,
iii. The local graph of MIN A .
near oo is the intersection of the |, .
input level band with the global |

graph,

DEmoO 1.11e
To get the local graph near oo of the function RHEA whose global

graph is

A Outputs
Offscreen

—/JSC”}\ ‘
0

¥ sinduyj
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i. We mark a neighborhood of A Outputs
oo on the input ruler,

ii. We draw the input level band
through the neighborhood of 00, nputNei
iii. The local graph of RHEA 0
near oo is the intersection of the
input level band with the global
graph,

ii. Inpi

iii. L

BN oxsoFAR I OKsoFAR I OKsoFAR
B oxsoFAR I OKsoFAR I OKsoFAR
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Chapter 2

Local Features Functions
May Have

Local Code, 133 ¢ Local Height, 136 « Local extreme, 141 o Zeros And
Poles, 146 « Local Slope, 148 « Local Concavity, 150 e Feature
Sign-Change Inputs, 153 .

Keep in mind that:

>
CAUTIONARY NOTE 2.1  We will define ‘local behavior’ as a
calculus word later. In the meantime, we will use ‘local behavior’
as an everyday word.

>

CAUTIONARY NOTE 2.2 The functions we are discussing in
this Part I - Functions Given By Data (Page 63) are given by
curves and, while in this text what we will say will also apply to
the functions given other than by a curve, this will not necessarily
be the case for any and all functions.

1 Local Code

There is no reason to expect the local behavior of a function to be the same
on both sides of a input point, be it z¢ or oo, see 7?7 7?7 - 77 (??)) and 77

133
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77 - 77 (27)).

1. Facing the neighborhood. In order to deal separately with each
side of a neighborhood of a given point, we first need to state precisely which
side of the given point is going to be LEFT of the given point and which
side of the given point is going to be RIGHT of the given point.

EXAMPLE 2.1. Given a neighborhood of the number [£3.27, JILL can face
the center of the neighborhood and then:

o what is to JILL's left will be what is LEFT of | £3.27
and
e what is to JILL's right will be what is RIGHT of [+3.27 .

LEFT RIGHT\

4#/ >

+3.27

left 4ht

/

EXAMPLE 2.2. Given a neighborhood of &1, JILL cannot face the center
of the neighborhood and so, using a Magellan circle, she must imagine JACK
facing a neighborhood of &1 and then:

e what is to JACK's left will be what is LEFT of |58
and
e what is to JACK's right: will be what is RIGHT of &8

triph 2 DALV

/ ftal 2 IDAL

(09}
THOIA, 733

Magellan circle

0

JILL's left )
JILL's right
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2. Local code. in order to describe separately the ‘local behavior’ on basic format
each side of the given input, we will use the following format: angle

DEFINITION 2.1 To code the features of the local graph near a
given [point, we will write the codes for the feature on each side
between two angles with a comma to separate the behaviors on the
sides of the neighborhood of the given [point|:

Features for nearby inputs Features for nearby inputs

LEFT of the given [point RIGHT of the given point

will be coded will be coded

LEFT of the comma ﬂ \r— RIGHT of the comma
)

9

EXAMPLE 2.3. When the local graph is near a [number, JILL can face the
center of the neighborhood:

uts
+OOA Outp
Features of : H
will be coded i 1
here —’/Q: ;
Screen
Features of A
will be coded [ ! :
here —  —~ =)
Offscreen '
= ™
JIiLLs left ([ ] [ ])JILL's right

EXAMPLE 2.4. When the local graph is near 81 and since JILL can only
imagine JACK facing infinity on the far side of a Magellan circel:
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height =,
&,

it 22DAL Y el 2 ADAL

o
emTTTIITIITIE -[HDIA, T35
Features of [, E “Q T

will be coded »*
here

Features of
will be coded

here
JACK's left JACK's right

JILL's left
JILL's left ([7] [])JILL's right

JILL's right

4
f

2 Local Height

The height of a function f at a given number J&l is just the output f ( ) )
provides almost no information about the graph of the function.
EXAMPLE 2.5. To say that the height of a function at +82.73 is —3.27 gives

A Outputs
Screen
-3.27| - L (o]
3
Offscreen <
: >
+82.73 o
which could come from any of the following functions
A Outputs A Outputs A Outputs
S&reen Screen Screen
e — N 327 /\0
| 3 | 3 3
Offscreen ISy Offscreen ISy Offscreen ISy
; > 1 " : Z
+82.73 g +82.73 g +82.73 g

...and from many more.



2. LOCAL HEIGHT 137

1. Local height near a given point. Given a function f and given local height-sign
a [point , the height of f near xg is
we want a thick version of the height of f at xg that is the height of f
near xg.

EXAMPLE 2.6. Given a function f, to say that

Height f at +3 = —12 Local heightf near +3 = —12® h
says sats
A Outputs A Outputs o
i 118 gl e
i s S — i R
3 2123 oo Ll
Screen Screen
; 5 : B
Offscreen S Offscreen %
(2] .
” == >
+3 > +2.8 +3.2

As will become clear why, though, we have to introduce and discuss the
sign and the size of the local height separately.

2. Local height-sign. The local height-sign of f near x( is the
sign, + or —, of the outputs for nearby inputs on each side of the given

input.

PROCEDURE 2.1 To get the local height-sign near [&g] of a function
given by a curve,

i. Highlight the local graph near [&g using PROCEDURE 5.2 - Local
graphs of a UNZT function (Page 230)

ii. Get from the local graph the sign, 4+ or —, of the outputs for nearby
inputs on each side of the given input,

iii. Code the local height-sign f using 7?7 7?7 - 7?7 (2?7)

DEMO 2.1 To get the local height-sign near +5 for the function TAN
from the local graph near +5
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local height-size

+od Outputs
Offscreen |
3 Screen/
0 I [,\
i \/
< N2
o Inputs
Al
= v =
i. We get from the local ii. We code the local height-sign:

graph the sign of the
outputs for nearby inputs
on each side of +5:

Local height-sign TAN near +5 = (—, +)

e The sign of the outputs
left of +5 is —

e The sign of the outputs
right of +5 is +

3. Height-size The local height-size of f near a given input is the
qualitative size, large, medium or small, of the outputs for nearby inputs
on each side of the given input.

PROCEDURE 2.2 To get the height-size near a given input of a function
from its global graph,

i. Highlight the local graph near the given input using PROCEDURE 5.2
- Local graphs of a UNZT function (Page 230)

ii. Mark a neighborhood of the given point

iii. Get from the local graph the qualitative size, large, medium or
small, of the outputs for nearby inputs on each side of the given input,
iv. Code height-size f according to 7?7 77 - 27 (77)

DEMO 2.2a Get height-size near +5 for the function AN from the
local graph near +5
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o Outputs
Offscreen |
5 Screen/
0 1 [,\V
T Nz
e Inputs
(28,
=& +5 v
i. We get from the local graph the ii. We code the height-size:

qualitative size, large, medium or small,

_ height-size IAN near +5 = (medium, medium)
of the outputs for nearby inputs on each

side of +5:

e The size of the outputs /eft of +5 is
medium

e The size of the outputs right of +5 is
medium

DEMO 2.2b Get height-size near oo for the function TAN from the
local graph near oo

od Outputs

Offscreen

Screen

Inputs

—o0 +00

i. We get from the local graph the ii. We code the height-size:
qualitative size, large, medium or small, of
the outputs for nearby inputs on each side of
00 :

height-size TAN near co = (large, small)

e The size of the height left of oo is large
e The size of the height right of oo is small
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T oo-height

DEMO 2.2c For the function

0utptit°se..

T0-height
height

Offscreen

Screen

K Inputs

+00

the Magellan input oo is a zero because:

the outputs for nearby inputs, both inputs right of co and inputs /left
of 0o, are all small,

4. Local height near oo The concept of height provides us with
conveniently systematic names:

e For a pole: Too-height
e For a zero: @o-peight

The height near oo

+°°T Outputs
+7.8 AN

o Offscreen Inputs

is —large for inputs left of co and —small for inputs right of co
Given a function f, we will thicken the output af a given input, be it

xo or oo, into the height mnear the given input.

EXAMPLE 2.7.
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local maximum-height

The output at +3 The height near +3 The height near oo input
A Outputs A Outputs . *‘”T Outputs Lmaxi-height
Ty P— I I ST TN
2123 e UUUURRY NI U SRS
: Screen
Sereen sopen L1 | g
3 i s Off:
Offscreen g Offscreen g e sereen Inputs
N P i —0 +oo
+3 o 28 432 T .
19 e is —large for inputs left of
is — is — )
is —12 + small oo and —small for inputs
right of oo

3 Local extreme

We will often compare the output at a given medium-size input with the

height near the given medium-size input.

1. Local maximum-height input. A local maximum-height in-
put is a medium-size input whose output is larger than the height near the
medium-size input. In other words, the output at a local maximum-height
input is larger than the outputs for all nearby inputs.

xo is al local maximum-height input whenever f(zo) > f(xo+ h) ‘

We will use Zmax-height as a name for a local maximum-height input.

LANGUAGE NOTE 2.1 Zmax is the usual name for a local

maximum-height input but .« tends to suggest that it is the input x
that is mazimum while it is the output, f(Zmax), which is “maximum”.

Graphically, the local graph near oyax-height is below the output-level line

for = max-height -



local minimum-height

input

Tmin-height

142

EXAMPLE 2.8. The function

+o0

Outputsp
Offscreen
Output level line
for Xmaximumheight
> b
/ (Ximaximunt-height)
Screen
——
el Inputs
—o0
Fmaximum-heigi —23.07

EXAMPLE 2.9. The function

Outpuﬁd‘

Offscreen

Outpuf level line
for Xmbximum-height /l
f

Screen

4

"X maximum-height +4.32

Inputs

="
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has a local maximum at —23.07
because the output at —23.07 is
larger than the outputs for nearby
inputs

has a local maximum at +4.32 be-
cause the output at +4.32 is larger
than the outputs for nearby inputs

2. Local minimum-height input. A local minimum-height in-
put is a medium-size input whose output is smaller than the height near
the given input. In other words, the output at a local minimum-height input
is smaller than the outputs for all nearby inputs.

xo is al local minimum-height input whenever f(z¢) < f(zo + h) ‘

We will use Tmin-height as name for a local minimum-height input.

LANGUAGE NOTE 2.2 Xmin

is the usual name for a local

minimum-height input but x,;, tends to suggest that it is the input x
that is minimum while it is its output, f(Zmin), which is “minimum”.

Graphically, the local graph near xyin-height is above the output-level line

for Lmin-height -
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EXAMPLE 2.10. The function local extreme-height input

has a local minimum at +81.35

Outptfg
because the output at +81.35
Offscreen .
is smaller than the outputs for
J (Xmininjum-height) :
o | nearby inputs.
Output |evel line \f
for Xmipimum-height Screen
- Inputs
T

Xminimum-heigtt +81.35

EXAMPLE 2.11. The function has a local minimum at +37.41

OUtp[ffo
because the output at +37.41

Output Jeve fine for is smaller than the outputs for
Xminim{im-heigh H

o /l nearby inputs.
> I
_/’(X||\1|\1|||um—hcighl)

Screen
Offscreen
el Q Inputs

—0 +o0

Xminimum-heighe +37.41

3. Local extreme-height input. Local extreme-height input
are medium-size inputs which are either a local maximum-height input or a
local minimum-height input.

CAUTIONARY NOTE 2.3 can only be medium-size inputs.

4. Optimization problems. Minimization problems and maximiza-
tion problems (https://en.wikipedia.org/wiki/Mathematical_optimization)
as well as min-max problems (https://en.wikipedia.org/wiki/Minimax)
are of primary importance in real life. So,
o It would be pointless to allow oo as a local extreme-height input since it
cannot be reached in the real world,
e It would be meaningless to allow 400 as a locally largest output since
400 is always larger than any output or to allow —oo as a locally smallest
output since —oo is always smaller than any output.


https://en.wikipedia.org/wiki/Mathematical_optimization
https://en.wikipedia.org/wiki/Minimax

local maximum-height
input

Tmaxi-height

local minimum-height
input
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5. Local extreme We will often compare the output at a given
medium input with the height near the given medium input.

6. Local maximum-height input. A local maximum-height in-
put is a medium input whose output is larger than the height near the
medium input. In other words, the output at a local maximum-height input
is larger than the outputs for all nearby inputs.

xo is al local maximum-height input whenever f(z¢) > f(zo + h) ‘

We will use Tmax-height as a name for a local maximum-height input.

LANGUAGE NOTE 2.3 Tpmax
maximum-height input but .« tends to suggest that it is the input x
that is maximum while it is the output, f(Zmay), which is “maximum”.

is the usual name for a local

Graphically, the local graph near zyax-height is below the output-level line

fOI' T'max-heicht-
EXAMPLE 2.12. The function
Outptfbso,‘

Offscreen

Output level line
for Xmaximum-height Y
t

J Knaximun rhugln)

Screen

Inputs

Xmaximum-heigit —23.07

EXAMPLE 2.13. The function

Outpuﬁd‘
Offscreen

Output level line
for x| hximum-height /l

4

Screen

400

X maximum-height +4.32

Inputs

yf ——»

+o0

has a local maximum at —23.07
because the output at —23.07 is
larger than the outputs for nearby
inputs

has a local maximum at +4.32 be-
cause the output at +4.32 is larger
than the outputs for nearby inputs

7. Local minimum-height input. A local minimum-height in-
put is a medium input whose output is smaller than the height near the
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given input. In other words, the output at a local minimum-height input is
smaller than the outputs for all nearby inputs.

‘xo is al local minimum-height input whenever f(xg) < f(zo + h) ‘

We will use Zmin-height as name for a local minimum-height input.

LANGUAGE NOTE 2.4 x,i, is the usual name for a local
minimum-height input but zn,;, tends to suggest that it is the input x
that is minimum while it is its output, f(yin), which is “minimum”.

Graphically, the local graph near xyin-height is above the output-level line

for Lmin-height -

EXAMPLE 2.14. The function has a local minimum at +81.35

Outputs,
’ because the output at +81.35
Offscreen .
is smaller than the outputs for
f(xmunu,um-heigln) H
o | nearby inputs.
Output |evel line \f
for Xmipimum-height Screen
el Inputs
——— i, ——>

iy +oo
Xminimum-heigie +81.35

EXAMPLE 2.15. The function

Outptfi

has a local minimum at +37.41
because the output at +37.41
is smaller than the outputs for
nearby inputs.

Output [evelline for

Xminimfim-height /l
|

>

(.
S (/\'n\mxnmm—hcighl)

Screen

Offscreen

el Inputs
>

Xminimum-heigte +37.41

8. Local extreme-height input. Local extreme-height input
are medium inputs which are either a local maximum-height input or a local
minimum-height input.

CAUTIONARY NOTE 2.4 can only be medium inputs.

Lmin-height
local extreme-height input
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Zero 9. Optimization problems. Minimization problems and maximiza-
parity tion problems (https://en.wikipedia.org/wiki/Mathematical_optimization)
i:;ednyzei? as well as min-max problems (https://en.wikipedia.org/wiki/Minimax)

- are of primary importance in real life. So,

o It would be pointless to allow oo as a local extreme-height input since it
cannot be reached in the real world,

o It would be meaningless to allow +oo as a locally largest output since
400 is always larger than any output or to allow —oo as a locally smallest
output since —oo is always smaller than any output.

4 Zeros And Poles

Given a function f, a zero of f is a medium input whose height-size is
(small, small).

1. Zeros. We will distinguish two kinds of zeros according to their
parity: https://en.wikipedia.org/wiki/Zeros_and_poles

» An even zero is a zero whose height-sign is either (+,+) or (—, —).

)

EXAMPLE 2.16. For the function f

the medium input +6 is an even
given by the global graph P

zero because:

A Outouts » the outputs for inputs near +6
are all small,

Sereen » height-sign f near +6 = (—, —)
(J SRS, W e (Same signs.)

Offscreen

Inputs

» An odd zero is a zero whose height-sign is either (4, —) or (—, +).


https://en.wikipedia.org/wiki/Mathematical_optimization
https://en.wikipedia.org/wiki/Minimax
https://en.wikipedia.org/wiki/Zeros_and_poles
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E.XAMPLE 2.17. For the function f the medium input -6 is an odd zero poh.,
given by the global graph because: parity
Ouputs h ' for i even pole
» the outputs for inputs near +6 |4 pole
are all small,
Screen
» height-sign f near +6 = (+, —)

Inputs

i
i
i
i
Offscreen |
i
1
i

2. Poles. Given a function f, a pole of f is a medium input whose
height-size is (large, large). We will distinguish two kinds of poles according
to their parity:

We will distinguish two kinds of poles according to their parity:
» An even pole is a pole whose height-sign is either (4, +) or (—, —).

EXAMPLE 2.18. For the function f

the medium input +6 is an even
given by the global graph P

pole because:
o » the outputs for inputs near +6
are all large,
» height-sign f near +6 = (—, —)
(Same signs.)

Inputs

» An odd pole is a pole whose height-sign is either (+, —) or (—,+).
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slope EXAMPLE 2.19. For the function f the medium input + — 4 is an odd
slope-sign given by the global graph pole because:
e : » the outputs for inputs near —4
X 3 are all large,

Screen

» height-sign f near —4 = (+, —)
(Opposite signs.)

Inputs

5 Local Slope

1. Slope-sign. Inasmuch as, in this text, we will only deal with qual-
itative information we will be mostly interested in the slope-sign: .

PROCEDURE 2.3 To get Slope-sign near a given input for a function
given by a global graph

i. Mark the local graph near the given input

ii. Then the slope-sign is:
" when the local graph looks like ./ or 7, that is when the outputs
are increasing as the inputs are going the way of the input ruler,
N\ when the local graph looks like \. or \, that is when the outputs

are decreasing as the inputs are going the way of the input ruler.
ili. Code Slope-sign f according to 2?7 77 - 77 (?77)

LANGUAGE NOTE 2.5 Slope-sign The usual symbols are + In-

stead of / and — instead of \_but, in this text, in order not to overuse
+ and —, we will use / and \!

DEMO 2.3a Let HIC be the function whose Mercator graph is

'Educologists will surely appreciate “Sign-slope f = / iff Sign-heigth f' = +”.
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Output
Ruler

Offscreen

Input

+2 Ruler

and let the given input be +2. Then to get Slope-sign HIC near +2

i. We get the local graph near il. We then get
the given input: - The slope sign left of +2 is \
e - The slope sign right of +2 is \_
which we code as:
\/ Slope-sign HIC near +2 = (\,\)
i-\ Inputs

DEMO 2.3b Let HIP be the function whose Mercator graph is

Output
Ruler

Screen

Offscreen

Input
Ruler

and let the given input be co. Then to get Slope sign HIP near co

i. We get the local graph near ii. We then get that:
the given input: - The slope sign left of oo, that is
e near +o0, is /

- The slope sign right of oo, that
is near —oo, is \

which we code as:

Screen

Oftcreen Slope-sign HIP near oo = (,/,\)

\ 4 Inputs




slope-size
concavity
concavity-size
concavity-sign
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2. Slope-size In this text, we will not deal with slope-size other
than in the case of a 0-slope input that is an input, be it g or oo, near
which slope-size is small. This is because 0O-slope inputs will be extremely
important in global analysis as finding O-slope inputs comes up all the time
in direct “applications” to the real world:

EXAMPLE 2.20. The function EXAMPLE 2.21. The function

/N Outputs 4ol Outputs

Offscreen CiSceer

Screen

Screen

Inputs Inputs

17 +o0

—
-0 +o0

has both —17 and oo as 0-slope inputs Only +3.4 is a O-slope input.

6 Local Concavity

1. Concavity-sign Inasmuch as, in this text, we will be only inter-
ested in qualitative analysis we will not deal with the concavity-size but
only with the concavity-sign:

PROCEDURE 2.4 To get Concavity-sign near a given input for a func-
tion given by a global graph

i. Mark the local graph near the given input
ii. Then the concavity-sign is:

U when the local graph is bending up like \« or ./,

M when the local graph is bending down like 7~ or ™\.
ili. Code Slope-sign f according to 7?7 77 - 77 (?77)

LANGUAGE NOTE 2.6 Concavity-sign The usual symbols are
+ Instead of U and — instead of N but, in this text, in order not to
overuse 4+ and —, we will use U and N.2

”

2Educologists will surely appreciate “Sign-concavitye f = U iff Sign-heigth f” = +.
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DEMO 2.4 Let KIP be the function whose Mercator graph is

A
Outputs \

Offscreen

Screen

e In;zz ts

= +o0
. =il

and let the given input be —1. Then to get Concavity sign KIP near

-1
i. We get the local graph near the given ii. We then get that:
input: - The concavity sign left of
Outputs 4 —1, is U
\ - The concavity sign right of
—1,isN
which we code as:
Concavity Sign KIP near —1 = (U,N)
e - ‘il" I/lp:ts
X0-concavity -

2. 0-concavity input. Given a function f, the inputs whose Concavity-
size is 0 will be particularly important in global analysis:

A medium input xg is a 0-concavity input if inputs that are near xg
have small concavity. We will use xo_concavity to refer to 0-concavity inputs.
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extremity

EXAMPLE 2.22. Given the functionEXAMPLE 2.23. Given the function
whose Mercator graph is whose Mercator graph is
Outptfg Outputs A
Offscreen +°° E Offscreen

Screen
Screen

— win Inputs f
> e o Inputs
-0 +00 -
21,04 _4(4—” 2
+31.72
LO—concavity = — 21.04

LO—concavity = +31.72

Under AGREEMENT 1.2 - Colors for left things and Tight things (Page 64),
with only a Mercator view of the global graph, there is of course no way we
can get the whole local graph near co and we will have to content ourselves
with just the extremities of the local graph near co. However, since we

cannot face co and can only face the screen, we have to keep in mind 7?7 77
- 77 (?7)) so that

» The extremity of the local graph near +oo (left of oo ) is to our right,
» The extremity of the local graph near —oo (right of oo ) is to our left.

EXAMPLE 2.24.

Outputs Offscreen

Jill is facing the screen so she can
Local graph L.
near —» only see the extremities of the lo-

/\/ cal graph near oo and she must
Local h . .
P keep in mind 77 ?7 - 7?7 (?7)) so

that the local graph near +oo (to
Jill's LEVJEl'sRlGHT her rlght) is left of oo and the lo-

Inputs

' cal graph near —oco (to her left) is
/ right of co.

EXAMPLE 2.25.
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2>
7 Outputs Offscreen
= U
THIIS 2'A561 HAT 2'Aasl Local graph
g // near —
...'\‘ /\/ Local graph
£ N near +co
Glcilet Jil'd LEFT Jil's RIGHT
& ofthe ek s Inputs
5
s
5
o

local graph
e

Right side
of the
local graph
near e

near eo

When facing the screen, though, Jill
can only see the extremities of the
local graph near oo and she must
keep in mind that the local graph
near +oo (left of co) is to Jill's right
and the local graph near —oo (right

When facing the screen, though, Jill
can only see the extremities of the lo-
cal graph near co. As a result, the lo-
cal graph near +oo (left of oo) is to
Jill's right and the local graph near —oco
(right of co) is to Jill's left.

of 00) is to Jill's /eft.

that is the largest error that will not change the qualitative information
we are looking for. The largest permissible error, which is the equivalent of
a tolerance, will turn out to be easy to determine.

We can see from Chapter 3 that the reason could not possibly give us a
global graph is that, if a plot point may tell us where the global graph “is
at”, a plot point certainly cannot tell us anything about where the global
graph “goes from there”. And, since the latter is precisely what local graphs
do with slope and concavity, we are now in a position to:

Something wrong with references here
1. Describe how to interpolate local graphs into a global graph. This
corresponds to the second of the ??7 7?7 - 7?7 (77?)
2. Discuss questions about interpolating local graphs which correspond
to the other two 7?7 27 - 77 (77)
i. How will we know near which inputs to get the local graphs?
ii. After we have interpolated the local graphs, how will we know if the
curve we got is the global graph?

7 Feature Sign-Change Inputs

We will often need to find medium inputs such that the outputs for nearby
inputs left of x¢ and the outputs for nearby inputs right of xg have given
feature-signs.
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1. height sign-change input An input is a height sign-change
inputwhenever height sign = (4, —) or (—, +). We will use Zheight sign-changet©
refer to a medium height sign-change input.

EXAMPLE 2.26.

Let f be the function * _iown  THEN,

given by the global meg s * T(-height IS not a height sign-

graph ol | change input,

* Too-height (S a height sign-
change input.

e 00 is a height sign-change in-
put.

Offscreen

EXAMPLE 2.27. .
Outputgy

Let f be the function *=|wsemn A o Then, _ _ _
given by the global FL‘ * Toheight IS a height sign-

change input,

graph ! . o
Lol G * Too-height IS not a height sign-
& - change input,
- —ede ey, ¢ OO S A height sign-change in-
—o0 X0-height Xoo-height 400
put.

2. Slope sign-change input An input is a Slope sign-change in-
putwhenever Slope sign = (,/,\) or (\, /). We will use Zgiope sign-changet©
refer to a Slope sign-change input.

EXAMPLE 2.28.

Outputshy

near Xoo-feight

given by the global e Toslope IS @ Slope sign-change

I b h f H +o0 e I hell
t t ocal Graj ocal Graj ’
et J (S e tunction tear“,ﬁzl‘f)/ <\L I Graph

graph 0 W input,

Local Graptt Sace) d xoo—height iS a Slope Sign_
change input,
~ | I S me e 00 is not a Slope sign-change
-0 X0-slope  Xoo-height +oo .
input.

EXAMPLE 2.29.
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Outputdy
+o0

Let f be the function
given by the global

Local Graph
near Xoo_heigh

4

—

155

Then,
* T(slope IS Not a Slope sign-

graph 0 J o change input,
Local Grap neat s« ® Too-slope IS NOt a Slope sign-
(\Luca\eraph Change input,

/ 1

near Xeo height

X0-slope Xoo-heigh

it

o0 is not a Slope sign-change
input.

Z p input
+o0

3. Concavity sign-change input An input is a Concavity sign-

change inputwhenever Concavity

sign = (U,N) or (N,U). We will use

TConcavity sign-changetO Tefer to a Concavity sign-change input.

EXAMPLE 2.30.

Let f be the function
given by the global
graph

Oupuigy
+o0

Local Graph
near Xoo-height

/7

Then,

orren
Zo-concavity 1S a Concavity
sign-change input,

Too-height i a Concavity sign-
change input.

EXAMPLE 2.31.

Outputdy

oo s not a Concavity sign-
change input.

Let f be the function *=| o f)é‘\iiﬁfﬁ'ﬂ Then, _ _
given by the global ng‘hm * 37_0—com;]avity s 3t Concavity
sign-change input,
graph LS*‘/ sonef o * Too-height IS not a Concavity
sign-change input,
='a ~obum e 00 isa Concavity sign-change

— X0-concavity Xoo-height

One case where the picture gets

input.

a bit complicated is when the output

point is oo, that is when the input point is a pole

The two other cases where the picture gets a bit complicated are when
the input point is [88], whether the output point is a number yg or oo .

EXAMPLE 2.32. Local box for the in

put-output pair (oo , +71.6>
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sided local graph box i. We get the input level band for 581 o
ii. We get the output level band for +71,6
iii. We box the intersection of the input level  Giveh ou
bands for 8] and +71.6

.
What appears to be two boxes are actually > '
. . =
parts of one box. This is because we are
using the Mercator view. In a Magellan view

they would appear as a single box.

i-Inqut Ig

ii-Oytput

iii-Lpcal

sinduj

—

Lt

oo+

EXAMPLE 2.33. Local box for the input-output pair (J88], oo )

i. We get the input level band for 881 [ ]
ii. We get the output level band for oo o, AQutputs
iii. We box the intersection of the input level

bands for [88] and oo ;

Gl:ve inpu Screen
What appears to be four boxes are actually Giveroutolit
parts of one box. This is because we are iinpft/evd band —

using the Mercator view. In a Magellan view i-oujput idvel band —|
K

they would appear as a single box. Lol by
=

=)

°

—0 %

) L
| = - \ =
L Lt )

Actually, we will very often want to keep the two sides of. separate

and the sided local graph box will then consist of two smaller rect-
angles, one on each side of the input level line. To get a sided local graph
place then,

PROCEDURE 2.5

i. Mark a neighborhood of the - on the input ruler,

ii. Draw the input level band,

iii. Mark a neighborhood of the output on the output ruler,
iv. Draw the output level band,
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v. Mark which side of the _ is linked to which side

of the output neighborhood ,

vi. The place for the given - output pair is at the intersection of
the corresponding sides of the level bands.

DEMO 2.5 Get the sided place for (43|, —5) given that:
L —
.

i. We mark a neighborhood of Outputs

- on the input ruler,
ii. We draw the input level band  f+3)=5

through the neighborhood of -
3+h
iil. We mark a neighborhood of (G ]

Offscreen

—5 on the output ruler, Graph|Place
iv. We draw the output level band %" °["%" | i Screen
through the neighborhood of —5 , é—lnputlevelband
v. Mark: Inputs
o left of |8 — above —5 m
e right of - — below
—5

vi. The sided graph box for (8!, —5) is at the intersection of the
corresponding sides of the level bands.

We are now going to sketch the way we will graph functions given by Quite a long way away from

I-O rules which we will illusttrate with an extended EXAMPLE.

“just plugging” numbers into

The big missing piece is that we will only be able to get the local framees the global input-output rule

and will nut be able to really justify the local graphs until Chapter 3.
The general idea will be to

4. Offscreen graph. Local graph(s) near the control input(s)
i. Local graph near co. We saw in 7?7 that (., —2®]...] )
ii. Local graph(s) near the pole(s), if any.
We saw in EXAMPLE 1.30 that - is a pole for the function JILL.

We saw in EXAMPLE 1.32 that (_, L+[..] )

iii. Offscreen graph.

and joining smoothly the plot
dots”. But that will be graph-
ing that makes sense.

Very roughly speaking! The
smooth talk will begin in the
next chapter.
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EXAMPLE 2.34. Consider the offscreen graph of the function TAN in
ExAMPLE 1.29:
Outputs
+
8
Offscreen Graph Offscreen
0-
Screen
&9
|
8 1
L -
o
Joining smoothly this offscreen graph on-screen gives something like:
Outputs
+
8
Offscreen Graph Offscreen
X
Screen
: ) [
<
O-
?
' \\\\
! — \

I o

which is pretty much like IAN's actual on-screen graph and even shows IAN's

‘essential’ features, namely that:

» AN has a ‘minimum point’, (But of course does not show what the input-
output pair is.)

» AN has a ‘maximum point’, (But of course does not show what the input-
output pair is.)
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but does not show that TAN has an ‘inflection point’.

EXAMPLE  2.35. Say  the following is  the
global  graph  of a  function given by some I-O rule:
Outputs
. \ Offscreen }

Screen

| A
!
;
|

—00
Outputs
Offscreen
~+o0
Screen D
+48.7| \ /
+20.1

-21.3 \/

Rl

We can see from the picture that the given function has:

» What we will call a ‘pole’: ((F2FE], o).

and

» What we will call a ‘minimum point’: (- —21.3),




Sneak preview!

join smoothly

Most important!
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» What we will call an ‘inflection point’: (- +48.7),
» What we will call a ‘maximum point’: (F33:8, +20.1),

EXAMPLE 2.36. In EXAMPLE 1.31, the local graphs are:
Outputs
oo’ 2 o Local graph
screen near +27.3
Local graph
near —©
Screen )
Local graph
near +21.4
| Local graph
+48.7] \ near +33.8
+20.1 Lg— )
-21.3
r\ ‘/Y / Local graph
Local graph \ jrear +o0
near +13.6
—©
=i =i — 1
| + + + + ¥
8 o = 3808
(=2} - w oo

Conversely, our approach to getting the global graph of a function given
by an I-O rule will be to use the I-O rule to get the poles of the given
function, if any, and then join smoothly the local graphs near the pole(s),
if any, and near oco.

EXAMPLE 2.37. To get the global graph in EXAMPLE 1.32 we first get
the control local graphs:
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A Outputs
S oo
Local graph
near —0 | >
L Screen )
Local graph
near +o
. { I
+
8

8

€'LZ+I

which we then join smoothly:

A Outputs

+o0

Offscreen

Screen

N
!

|
8

>
8

€LT+

Notice, though, that we while we did recover the ‘existence’ of a ‘'maximum
point’ right of +27.3 and the ‘existence’of a ‘minimum point’ left of +27.3, we
did not recover the ‘existence’ of an ‘inflection point’.

5. Sided local frame.
We obtain the procedure to get a sided local graph frame just by thick-

ening 77 (77?):
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PROCEDURE 2.6

i. Mark a neighborhood of the input on the input ruler,

ii. Draw the input level band,

iii. Mark a neighborhood of the output on the output ruler,

iv. Draw the output level band,

v. Mark which side of the input neighborhood is linked to which side

of the output neighborhood ,

vi. The local graph box for the given input- output pair is at the
intersection of the corresponding sides of the level bands.

DEMO 2.6 Get the sided local graph frame for ( —4, oo ) given that:

i. We mark a neighborhood of Outputs
4 on the input ru/er, OO e reee e ,
ii. We draw the input level band + '
. : Sereen Offscreen
through the neighborhood of —4 , (Neighborhood of o) sidey
iii. We mark a neighborhood of . : Glraf)h Place
utput|level band :
oo on the output ruler, pill
iv. We draw the output level band
through the neighborhood of oo, 1 : Input |evel band
v. Mark: e §
—00 18
o left of —4 — near —oo i Inputs

.
e right of —4 — near

vi. Fhe sided graph box for ( —4, o0) is at the intersection of the
corresponding sides of the level bands.

DEMO 2.7 Get the sided local graph frame for (oo, +2) given that:
. —0o— 42t
o 400 — +27
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i. We mark a neighborhood of
oo on the input ruler,

ii. We draw the input level band
through the neighborhood of oo,
iti. We mark a neighborhood of
+2 on the output ruler,

iv. We draw the output level band Sided | ~<—
through the neighborhood of +2 Graph|Flace

v. Mark: Input leve bandu

e —00 — +2+ : A Inputs

_ Y 400
e +o0o — +2° Neighborhood of 00

vi. The sided graph box for (oo, +2) is at the intersection of the
corresponding sides of the level bands.

Cliifonies Offscreen

Output levgl band
Screen

Neighborhood of +2

DEMO 2.8 Get the sided local graph frame for ( 0o, oo ) given that:
e —00— —
e 400 — —©

i. We mark a neighborhood of Outputs
oo on the input ruler, +0 Offscreen
ii. We draw the input level band T

through the neighborhood of oo,
iti. We mark a neighborhood of Neigiﬁi%d
oo on the output ruler,

iv. We draw the output level band indut fevel ba
through the neighborhood of oo,
v. Mark:

e —00 — —0

¢ +00 — —00

Sided Graph Place

: Inputs
) +00

s
vi. The sided graph box for (oo, o0 ) is at the intersection of the
corresponding sides of the level bands.

With a Magellan view of the global graph, we proceed pretty much as
in 7?7 and once we imagine facing co, we can see which side is which.
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EXAMPLE 2.38.

K Y
'H?Iﬂ 2'As6l TAAT 2'Aosl

/’ near +oo which is to his left is left
' ------ of 0o and the local graph near —oco
) which is to his right is right of co.

/:’”‘ Jack is facing oo so the local graph

= Left side

Right side

of the & ofthe

local graph & /local graph
near o

near oo



Chapter 3

Global Ways Functions May
Behave

Height-Continuity, 165 e Slope-Continuity, 172 ¢ Concavity-Continuity,
173  Feature Sign-Change, 178 ¢ Smooth Interpolations, 178  KEssential
Onscreen Graph, 181 e Interpolating An Offscreen Graph, 187 e Essential
Feature-Sign Changes Inputs, 191 e Dilation of Functions, 201 « Addition
of Functions, 202 e Linear Combinations of functions , 203 .

Investigating a function consists essentially in finding how the function
‘behaves’ and, in the case of a function given by a curve, as we will discuss
in Chapter 2 - Local Features Functions May Have (Page 133) and Chapter
3 - Global Ways Functions May Behave (Page 165), we can see on the curve
how the function behaves.

1 Height-Continuity

The first kind of abrupt change that can occur is in the size of the outputs
for nearby inputs.

1. Height-continuity at x¢. Given a medium-size input zg, we tend
to expect that functions will be Height height continuous at x¢, that is
that the outputs for nearby inputs will themselves be near f(z¢), the output
at xg.

EXAMPLE 3.1.

165

Height height continuous
at xg
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height discontinuous The function

is height continuous at +13.06 be-
height discontinuous at xq

. Outputs cause:
e o oeer > the output at +13.06 is —52.42
and
_sp ap Ml - » the outputs for all nearby Inputs,

both left of +13.06 and right
of +13.06, are themselves near

—52.42.
+‘F_(.)6
EXAMPLE 3.2.
The function is height continuous at —18.71 be-
Outputs cause
» the output at —18.71 is —12.28
and
» the outputs for all nearby Inputs,
I = both left of —18.71 and right
‘ soren of —18.71, are themselves near
—12.28.
Inputs
et

2. Height-discontinuity at xy. Given a medium-size input zg, a
function is height discontinuous at x¢ when not all the outputs for nearby
inputs are near f(zg), the output at xg.

e A function can be height discontinuous at xy because the function has a
jump at zg, that is because the outputs for nearby inputs on one side of
xg are all near one medium-size output while all the outputs for nearby
inputs on the other side of x(y are near a different medium-size output.

Since we use solid dots to represent input-output pairs, we will use hollow
dots for points that do not represent input-output pairs.

EXAMPLE 3.3.
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HEIGHT-CONTINUITY

The function

Outputs
Offscreen

+15

+13

Inputs

+3

EXAMPLE 3.4.
The function

Outputs
Offscreen

+11.6

+7.2

Inputs

167

is height discontinuous at +3 be-

cause the function has a jump at

+3 that is:

» the outputs for nearby inputs
right of 43 are all near +15,

but

» the outputs for nearby Inputs left
of +3 are all near +13.

is height discontinuous at —9 be-
cause the function has a double
Jjump at —9 that is:

» even though the outputs for
nearby inputs, both inputs right
of —9 and inputs left of —9, are
all near +7.2,

» the output for —9 itself is +11.6.

A function can be height discontinuous at xg because the function has a
gap at xg, that is because the function does not return a medium-size

output for zg

EXAMPLE 3.5.
The function

Outputs
Offscreen

Inputs

EXAMPLE 3.6.

is height discontinuous at —9 be-

cause the function has a gap at —9

that is:

» even though the outputs for
nearby inputs, both inputs right
of —9 and inputs left of —9, are
all near +7.2,

» there is no output for —9 itself.

gap
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The function

Outputs

Inputs

+8

EXAMPLE 3.7.

The function whose global graph is

Outputs
Offscreen

FIS

+13 e —e

Inputs

+3

EXAMPLE 3.8.

The function whose global graph is

Outputs
Offscreen

+11.6

+7 Qe

Inputs

EXAMPLE 3.9.

is height discontinuous at +8 not
only because the function has a
jump at 48 but also because the
function has a gap at +8.

is height discontinuous at +3 be-

cause the global graph has a jump

at +3:

» the outputs for nearby inputs
right of 43 are all near +15,

but

» the outputs for nearby Inputs left
of +3 are all near +13.

is height discontinuous at —9 be-

cause the global graph has a gap at

—9:

» even though the outputs for
nearby inputs, both inputs right
of —9 and inputs left of —9, are
all near +7.2,

» the output for —9 itself is +11.6.
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The function whose global graph is

Outputs

Inputs

+8

169

is height discontinuous at +8 not
only because the global graph has
a jump at +8 but also because the
global graph has a gap at +8.

¢ Actually, height discontinuous functions are quite common in Engineer-

ing.

ExAmMPLE 3.10.

The following on-off functions are both height dis-

continuous but are different since the outputs for the cut-off inputs are

different.
+eo| Outputs Offscreen
[ SR S —
P I S —
Cutoff !
output
Screen |
0 f Inputs
+o0”

Cutof_fminput — i

EXAMPLE 3.11.

ool Outputs Offscreen
Cutoff
output/ﬁ( ;
+37 ............... _. ................
0 ............................... o—‘
Screen §
—o i Inputs
+

Cutof_fwinput - 4 3

The following transition functions are both height

discontinuous but are different since the outputs at the transitions are

different.
+| Outputs Offscreen
Y — | I S
Transition 9
output !
Screen 3
—0 i Inputs
T

= _
Transition input —_7 3

+e| Outputs Offscreen
Y — I S
Transition
output
S e >—
Screen |
—0 i Inputs
¥

= _
Transition input — 7 3

e And, finally, there are even functions that are height discontinuous every-
where! (https://en.wikipedia.org/wiki/Nowhere_continuous_function)

cut-off input
on-off function
transition function
transition


https://en.wikipedia.org/wiki/Nowhere_continuous_function
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Magellan height ———————=-oc—-——=—=—0K SO FAR = =————————————

continuous at
limit

3. Magellan height-continuity at xg. A function is Magellan
height continuous at zy when we could remove the height discontinuity
at xg by overriding or supplementing the global input-output rule with an
input-output table involving co as Magellan output.

EXAMPLE 3.12. The function
in 77 is height discontinuous at —4
because the function has a gap at
—4 but Magellan height continuous
as we could remove the gap by sup-
plementing the global input-output
rule with the input-output table

Input  Output

—4 00

4. Height-continuity at oo The use of nearby inputs instead of the
raises a crucial question: Are the outputs for nearby inputs all near the
output at the given input?

Any answer, though, will obviously depend on whether or not oo is
allowed as Magellan input and Magellan output and the reader must be
warned that the prevalent stand in this country is that oo does not exist
and that one should use limits. (For what limits are, see https://en.
wikipedia.org/wiki/Limit_(mathematics).) This for no apparent reason
and certainly for none ever given.!

As for us, we will allow oo as Magellan input and Magellan output,
an old, tried and true approach. See https://math.stackexchange.com/
questions/354319/can_a_function_be_considered_heightcontinuous_
if_it_reaches_infinity_at_one_point and, more comprehensively, https:
//en.wikipedia.org/wiki/Extended_real_number_line.

As a backdrop to what we will be doing with Algebraic Functions, we
will now show some of the many different possible answers to the above
question. For clarity, we will deal with medium-size inputs and medium-size
outputs separately from oo as Magellan input and Magellan output.

!The absolute silence maintained by Educologists in this regard is rather troubling.


https://en.wikipedia.org/wiki/Limit_(mathematics)
https://en.wikipedia.org/wiki/Limit_(mathematics)
https://math.stackexchange.com/questions/354319/can_a_function_be_considered_height continuous_if_it_reaches_infinity_at_one_point
https://math.stackexchange.com/questions/354319/can_a_function_be_considered_height continuous_if_it_reaches_infinity_at_one_point
https://math.stackexchange.com/questions/354319/can_a_function_be_considered_height continuous_if_it_reaches_infinity_at_one_point
https://en.wikipedia.org/wiki/Extended_real_number_line
https://en.wikipedia.org/wiki/Extended_real_number_line
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Keep in mind that we use solid dots to represent input-output pairs as
opposed to hollow dots which do not represent input-output pairs.

5. Magellan height-continuity at oo. A function is Magellan
height continuous at co when we could remove the height discontinu-
ity at oo by overriding or supplementing the global input-output rule with
an input-output table involving co as Magellan input and/or as Magellan

output.
EXAMPLE 3.13. The function
Outputs
. s Input  Output
“+00 —00

1

is height discontinuous at oo but is
Magellan height continuous since we
could remove the height discontinu-
ity with an input-output table involv-
ing oo as Magellan input and Mag-
ellan output,

Inputs
—0 b 4o

ExXAMPLE 3.14. The function

][ompuzs / Input  Output
Screen,
) \/

Offscreen

Inputs

—f—
—00 +o0

is height discontinuous at oo but is \ . :
Magellan height continuous since we S { ______ ey
could remove the height discontinu- T R
ity with an input-output table involv-
ing co as Magellan input and Mag- \
ellan output
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quasi-height <.:0ntinuous at 6. Quasi height-continuity at zo. A function is quasi-height
rcélllfcv()ﬁ)tlﬁu}lll?vg’gtt continuous at xg if the height discontinuity could be removed by overrid-
remove ’ ing or supplementing the global input-output rule with an input-output
override table.

supplement,

LANGUAGE NOTE 3.1 Removable height discontinuity at xq
is the standard term but, for the sake of language consistency, rather
than saying that a function has (or does not have) a removable height
discontinuity at xg, we will prefer to say that a function is (or is not)
quasi-height continuous at xg.

EXAMPLE 3.15. The function in

EXAMPLE 3.5 is height discontinu- O”t"if,im
ous at —9 but the height discontinu-

ity could be removed by overriding

the input-output pair (—9,+11.6) +11.6

with the input-output table
+7.2

Input  Output :
_9 +72 Inputs

-9

A function can be height discontinuous at xy because the function has a
pole at xg.

EXAMPLS 3.16.  The function is height discontinuous at —4 be-
utputs

ofscroen || cause not only does the function

have a gap at —4 but the function

has a pole at —4 that is:

» the outputs for nearby inputs,
both inputs right of —4 and in-
puts left of —4, are all large,

but

» —4 has no medium-size output.

Screen

Inputs

2 Slope-Continuity
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1. Tangent. The first degree of smoothness is for the slope not to
have any abrupt change.
to be height continuous, that is, to borrow a word from plumbing, we
don’t want the curve to have any kink. More precisely, we don’t want any
input xq for which there is a “jump in slope” from one side of x( to the other
side of xg. In other words, we don’t want any input xg for which the slope
on one side differs from the slope on the other side by some medium-size
number.

3 Concavity-Continuity

1. Osculating circle. The second degree of smoothness is for the
concavity not to have any abrupt change.
to be height continuous but this is much harder to represent because it
is hard to judge by just looking how much a curve is bending.

2. Dealing with poles. The difficulty here stems only from whether
or not it is “permisible” to use co as a given input and/or as an output.

Even though, because 7?7 77 - 27 (7?7) (77 27 -7 (77)), 7?2 27-27 (7?)
we do use oo as a (Magellan) input and as a (Magellan) output because, as
explained in ?? (?7?), we will only declare nearby inputs. (Which will shed
much light on the local behavior of functions, in particular on the question
of height continuity.)

However, the reader ought to be aware that many mathematicians in
this country, for reasons never stated, flatly refuse to use nearby inputs with
their students.

Another reason we do is because Magellan views are a very nice basis on
which to discuss the local behavior of functions for inputs near co and when
outputs are near co. In particular, we can see that disheight continuiities
caused by poles can be removed using co as a Magellan output.

When oo as is not permissible as Magellan input and /or Magellan output,
many functions are height discontinuous

EXAMPLE 3.17. The height discontinuity at —4 of the function in 7?7
whose Mercator graph is

kink
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Outputs
Offscreen

Inputs

by
can be removed by supplementing If we imagine the Mercator graph
the global input-output rule with the  compactified into a Magellan graph,
input-output table: we have

Input  Output

—4 o0
EXAMPLE 3.18. The height discontinuity at co of the function BIB in
7?7 whose Mercator graph is

Inputs
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can be removed by supplementing
the global input-output rule with the
input-output table:

Input  Output

o.¢) ©.¢)

ExaAMPLE 3.19. The function

whose the global graph in Mercator
view is
Outputs

Offscreen

N . Inputs
—0 Y 400

is height discontinuous at co not only
because the global graph has a gap
at oo since 7?7 7?7 - 7?7 (?7) but also
because the global graph has a jump
at oo.

175

If we imagine the Mercator graph
compactified into a Magellan graph,
we have

If we imagine the Mercator view
compactified into a Magellan view,
we have

Offscreenf

\ Screen|
0

3. At co The matter here revolves around whether or not co should

be allowed as a given input. We did but,
Also, in this section, for a reason which we will explain after we are done,
we will have to deal separately with the case when the given input is 2y and

the case when the given input is oc.

In accordance with 77, we should say that all functions are height dis-
continuous at oo since the outputs for inputs near co cannot be near the
output for oo for the very good reason that we cannot use oo as input to
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begin with.

LANGUAGE NOTE 3.2 Continuity at co At oo, things are a bit

sticky:

o With a Magellan view, we can see if a function is height continuous
at oo or not.

e Technically, though, to talk of height continuity at oo requires
being able to take computational precautions not worth taking
here but many teachers feel uneasy dealing with height continuity
at oo without taking these precautions. So, we will not discuss
height continuity at oo in this text.

EXAMPLE 3.20. The function
whose global graph in Mercator view
is

Outputs
+00 - Offscreen

If we imagine the Mercator view
compactified into a Magellan view,
we have

nputs
+00

3y
7 \

—00
is height discontinuous at oo be-
cause, even though the outputs of in-
puts near oo are all large,the global
graph has a gap at oo since 77.
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EXAMPLE 3.21. The function

Outputs
Offscreen

Screen

Inputs

4. Magellan height-continuity at a pole x.

177

is height discontinuous at —4 be-

cause the global graph has a pole

at —4:

» the outputs for nearby inputs,
both inputs right of —4 and in-
puts left of —4, are all large,

but, since 77,

» —4 itself has no output.

We will say that

a function is Magellan height continuous at xy when we can remove
the height discontinuity at xg supplementing the offscreen graph with an
input-output table involving co as Magellan output.

EXAMPLE 3.22. The function
in 77 is height discontinuous at —4
because the function has a gap at
—4 but Magellan height continuous
as we could remove the gap by sup-
plementing the global input-output
rule with the input-output table

Input  Output

—4 00

EXAMPLE 3.23. The function
in 77 is height discontinuous at —4
because the function has a gap at
—4 but Magellan height continuous
as we could remove the gap by sup-
plementing the global input-output

rule with the input-output table
Input  Output

—4 00

Magellan height
continuous at
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interpolation 4 Feature Sign-Change
smooth interpolation
transition

1.

2.

3.

5 Smooth Interpolations

We now introduce a major tool for extending local graphs and which, start-
ing in 7?7 7?7 - 7?7 (77), we will use to get an approximate global graph for
smooth functions not given by a curve.

1. interpolation
Given two local graphs, smoothly interpolating these local graphs
consists in drawing inbetween the two given local graphs a curve that:
» is itself smooth

and
» has no jump in height, slope, or concavity at the two transition inputs.

Thus, the single curve that results of a smooth interpolation, the single
curve that consists of the given local graphs together with the inbetween
curve will itself be smooth.

In this chapter, though, since we will only be dealing with given curves
we will only be able to “eyeball” compatibility.

EXAMPLE 3.24. The curve inbetween the local graphs
N A ouputs i. is height continuous,
0 e » .
ii. is slope continuous,
Offscreen . . i
iii. is concavity continuous,
Screen bUt
A Ny iv. there is a slope-jump at the transition
+41.76,
So, this inbetween curve is not a smooth
In-between interpolation.
curve
]
—0 &
—00 & A Transition N\, -i-oo>

X ; %
X\"o inputs >
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EXAMPLE 3.25. The curve inbetween the local graphs

i. is height-continuous,

ii. is slope-continuous,

iii. is concavity-continuous,

but

iv. there is a height-jump at the transition
+18.02,

So, this inbetween curve is not a smooth
interpolation.

A Outputs
+00

Offscreen

In-between
curve
—00 @
—00 Q¥ A Transition N>z -i-oo>
X\%' inputs z')o*
EXAMPLE 3.26. The curve inbetween the local graphs
N A ouputs i. is not height-continuous,
So, this inbetween curve is not a smooth
Offscreen ) A
interpolation.
In-between
curve
3
g
—00 o
—o0 ﬁl’ ransitiorﬁxy T
X\"o' inputs /-)5
EXAMPLE 3.27. The curve inbetween the local graphs
N A oupuss i. is height-continuous,
00 .. . .
ii. is not slope-continuous,
Offscreen L. .
So, this inbetween curve is not a smooth
W interpolation.
In-between
curve .
3
S
—00 «
—o0 Q¥ ATransition N\ -i-oo>

X\"cr inputs o
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extraneous EXAMPLE 3.28. The curve inbetween the local graphs
essential A outputs i. is height-continuous,
forced +o0

ii. is slope-continuous,
iii. is concavity-continuous,

Offscreen

l and
iv. there are no jumps at the transitions,
.
So, this inbetween curve is a smooth inter-
Screen polation
In-between
curve
3
S
—00 «
- — >
— & @ransmorly %, +00
X\‘b' inputs o

2. However, we will not want the smooth interpolations to introduce
extraneous features, that is features unwarranted by whichever way the
function will be given.

So we will use essential smooth interpolations in that the feature change
inputs for the inbetween curve will all be forced by the local graphs being

interpolated
EXAMPLE 3.29. The curve inbetween the local graphs
N A ouputs i. is height-continuous,
0 .. .
ii. is slope-continuous,
Offscreen e . K i
iii. is concavity-continuous,
L. Screen and
% . . ..
l iv. there are no jumps at the transitions,
D v. the max and the min are forced by the
given local graphs,
In-between So, this inbetween curve is an essential
curve . .
s smooth interpolation.
hs]
—00 %
—00 Qv A Transition N +oo>
X\"o' inputs /.%

ExAMPLE 3.30. The curve inbetween the local graphs
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A Outputs i. is height-continuous,
+0o0
Offscreen ii. is slope-continuous,
iii. is concavity-continuous,
Screen ) . .
I iv. there are no jumps at the transitions,
and
- v. the inflection is forced by the offscreen
/ graph.
In-between So, this inbetween curve is an essential
eurve § smooth interpolation.
—e0 g
— >
e X,(b& Tr.?.r,lyi}?n 7{%* oo
EXAMPLE 3.31. The curve inbetween the local graphs
A Outputs i. is height-continuous,
+00
Offscreen ii. is SIOpe-COﬂtinUOUS,
iii. is concavity-continuous,
Screen . . .
I iv. there are no jumps at the transitions,
',‘_:=‘ but
2 v. the min and the max are not forced by
/ the given local graph.
In-between So, this inbetween curve is not an essen-
eurve §  tial smooth interpolation. (Compare with
— ®  EXAMPLE 3.52)
—H >
e X,\fb& Tr.?.npi}?n 7{)@ oo

6 Essential Onscreen Graph

The onscreen graph and the offscreen graph are very different in nature and

the difference between the offscreen graph and the onscreen graph will be The essential difference!
central to the way we will get the global graph of a function given by an

‘input-output rule’ in Section 1 - Global Input-Output Rules (Page 207).

1. Offscreen vs. onscreen. The main difference between the off-
screen graph and the onscreen graph is that:
» The offscreen graph depends only on:
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— The local graph near 58
— The local graph near the [pole(s) , if any.
» The onscreen graph will depend on local information which will depends

very much on the particular function being investigated.

EXAMPLE 3.32. The following functions all have exactly the same offscreen

graoh since:
» They all have the same local graphs near 68

» They all have the same local graphs near the poles |—3| and |+5
Yet each function has a different onscreen graph:
A Outputs

A Outputs
Offscreen

Offscreen

Vsanduy
V¥ sanduy

i
i
i
i
i
i
i
i
-
3
1

A Outputs
Offscreen

A Outputs
Offscreen

1) SO

¥ sanduy

V¥ sanduy
Ct E—

o e L
H

2. Seen from far away. However, the onscreen graphs for a given

offscreen graph “all look the same at sufficiently small scales” https://wuw.
math.columbia.edu/~abouzaid/ because, seen from further and further

away, the features of the onscreen graph which are not

forced
by the offscreen graph become too small to be made out.


https://www.math.columbia.edu/~abouzaid/
https://www.math.columbia.edu/~abouzaid/
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EXAMPLE 3.33. Given the global graph,

i Oftscreen

—ool

3

here is what we see from further and further away:

Output Output
+00) +o0 +o0
Oftscreen Offscreen

8WYinay

4

The difference between essential feature changes and non-essential fea-
ture changes is that even when seen from very far away, and even if we
cannot see the part of the onscreen graph where the feature change actual-
lly occurs, inasmuch as essentiall feature changes are forced by the offscreen
graph, we can infer essential onscreen feature changes from the offscreen

graph.

EXAMPLE 3.34.

EXAMPLE 3.35. The first global graph in EXAMPLE 3.40 (Page 188) seen

from progessively further and further:

1. A Outputs . A Outputs

Offscreen Offscreen

32t .- |

Vsanduy

V¥ sanduy

'
i
i
i
i
i
f
i
i
i
i
i
i
i
i
i
il

i

i

i

i

i

i

i

i

i

¥

w <
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1il.  AOutputs V.  AOutputs
] Offscreen

essential
Offscreen

,,,,,,,,,,,,,,,,,,,,,,,

[ A -

< <

3 3

5 5

4 »

> N

+ > >

Lo
Vi.  AOutputs

V. A Outputs
Offscreen

Offscreen

V¥ sanduy

Vsinduy

i
I+
W

i
I+

w O

Moreover, since all the global graphs in EXAMPLE 3.40 (Page 188) have the
same offscreen graph, we would get the "same" /ast global graph as vi. above.

3. Forcing Inasmuch as a function is smooth, the offscreen graph
forces the onscreen graph to have local features which we will qualify as

essential.

EXAMPLE 3.36.
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The offscreen graph (of some

(at least) one maximum point and
smooth function)

(at least) one minimum point:

AOutputs A Outputs
+o0 \ Offscreen ' - \ Offscreen '
Screen Screen
U2 IS IO
Essentiall i Essential
ollecal |........i.lecal
minimum| i maximum
point i point
| > o
3 o
forces the onscreen graph to have but neither where the points are lo-

cated nor what the outputs are.

CAUTIONARY NOTE 3.1  Locating essential inputs is a totally
different question from finding how many essential inputs there are.
Locating essential inputs is usually a much more difficult question
which, except in a very few cases, we will not deal with in this text.

Thus, the essential onscreen graph of a smooth function is the global
graph with no non-essential feature.

4. Essential interpolation vs Non-essential Interpolation

DEFINITION 3.1 An essential onscreen graphis a simplest possi-
ble smooth interpolation of the offscreen graph, that is without any

nonessential feature-sign change inputs and without any nonessential
features.

EXAMPLE 3.37. Given the offscreen graph,
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Outpu
Offscreen

\&

!
8

+

8

the following

Ouppug Output; Outpu
oo fscreen ool Offscroen ook Offscreen

/

Screen

N kSmooth
\_ Smooth

Interpolation
Interpolation

Smooth
Interpotation

—o0
In

a. - +

ut

g

i

b. - +oo C.—-

" —o0

2

\{

Input:
>

V3

8

+oo

are all smooth interpolations but only c. is an essential onscreen graph.

EXAMPLE 3.38. Given the offscreen graph,

Outputy
ok Ofsoreen

/

Screen |

VA

Input
>
+o0
Output; Output Rul i Outpuy i
+o0 +o0 i +o0 i
i Ofisoreen |
croer i [ screen i| screen
\ reen o i Offscreen o i
g ! Input ! Ingut
Q. = Xoo-height oo b . oo Xoo-height oo el C. Xoo-height 400

are all smooth interpolations but only a. is an essential onscreen graph.

5. Smoothing out non-essential features
e The essential onscreen graph is how we see the actual graph from “far-
away” inasmuch as nonessential features such as bumps, hiccups and fluc-
tuations are too small to be seen from faraway.

o The essential onscreen graph is what we would get if the onscreen graph
were a wire being pulled out so as to straighten it.
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EXAMPLE 3.39. Given the global graph,

A\ otisersen

—o0 +o0

we can imagine the non-essential onscreen graph as a “wire” being pulled by
the offscreen graph so as to smooth it out into an essential medium-size graph.

Output Outpu Output Rule

2
oo Oftscreen N Offscroen
Q\>

AGREEMENT 3.1 From now on we will just say interpolation for
essential smooth interpolation.

7 Interpolating An Offscreen Graph

Getting the global graph of a function not given by a curve is usually not a
simple matter (https://en.wikipedia.org/wiki/Interpolation).

As already mentioned in Section 5 - Smooth Interpolations (Page 178),
we will use smooth interpolations to get the global graph of functions not
given by a curve which we will do by smoothly interpolating the offscreen
graph to get an onscreen graph.

1. Functions without pole. When the function does not have a
pole, we interpolate smoothly the local graph near J88] by drawing across the
screen an inbetween curve from one transition input to the other transition
input.


https://en.wikipedia.org/wiki/Interpolation
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EXAMPLE 3.40. The curve inbetween the offscreen graph
A ouputs i. is height-continuous,
oo Offscreen ii. is slope—continuous,
iii. is concavity-continuous,
and
iv. there are no jumps at the transitions.
) So, this inbetween curve
e gives an onscreen graph,
e does not give an essential onscreen
< graph because the min and the max are
_00 _ . g not forced by the offscreen graph
—© é\Transitic_)M; +oo>
inputs’
EXAMPLE 3.41. The curve inbetween the offscreen graph
A Outputs
+oo i. is height-continuous,
ii. is slope-continuous,
iii. is concavity-continuous,
but
iv. there are two jumps at transitions,
So, this inbetween curve cannot the on-
screen graph (Even though it could be the
5 onscreen graph for a function that is not
—o0 — . ! J;o smooth.)
KTr‘ansitigy
inputs
EXAMPLE 3.42. The curve inbetween the offscreen graph
+ooA Oupis i. is not height-continuous,
So: This inbetween curve cannot be the
onscreen graph.
In-between
curve
3
—00 1 &
>

]
—© !\TransitiM +o0

inputs
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EXAMPLE 3.43. The curve inbetween the offscreen graph

introduces a pole.
So, this inbetween curve cannot be the on-
screen graph.

3
—00 +oo>
EXAMPLE 3.44. The curve inbetween the offscreen graph
A Outputs i. is height-continuous,
+00

ii. is slope-continuous,

iii. is concavity-continuous,

and

iv. there are no jumps at the transitions

So, this inbetween curve gives an onscreen

graph but not an essential onscreen graph

In-between because one of the two inflections is not
eurve forced by the offscreen graph.

1
—©0 R _Transition 7 ! +o0

inputs

2. Functions with pole(s). When the offscreen graph consists of
the local graph near 88 together with at least the local graph near the pole

-, we must interpolate with:

e one curve inbetween :

» the local graph near [S63
and

» the local graph near the pole -,,
and

e another curve inbetween :

» the local graph near the pole ”
> i Tooheight

n
» the local graph near -

In EXAMPLE 3.45 and EXAMPLE 3.46 we will examine whether or not the
inbetween curve is an interpolation for the
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EXAMPLE 3.45. The curves inbetween the two offcreen local graphs

the inbetween curve i. are both height-continuous,

+OOA Outputs ii. are both slope-continuous,
iii. are both concavity-continuous,
but
iv. there is a slope-jump at one of the
transitions.
So, these inbetween curves cannot give an
onscreen graph..

_(D

inputs
EXAMPLE 3.46. The curves inbetween the two offcreen local graphs

i. are both height continuous,

ii. are both slope continuous,,

iii. are both concavity continuous,

and

iv. there is no jumps at the transitions,.
So, these in-beweern curves give an on-
screen graph which is in fact essential since
the min is forced by the offscreen graph.

3. Interpolating an offscreen graph. So, based on the preceding
EXAMPLES, to draw an interpolation, we proceed as follows

PROCEDURE 3.1 Interpolate an offscreen graph

i. Going from left to right, mark the features where the offscreen graph
enters the screen and where the offscreen graph exits the screen

ii. Draw the inbetween curve(s) from the point(s) where the offscreen
graph enters the screen to the point(s) where the offscreen graph exits
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. essential
the screen making sure that:

e Each inbetween curve is smooth,

o Each transition between a inbetween curve and the local graph is
smooth

e The inbetween curves do not introduce any infinite height input.

DeEmMoO 3.1

auryur!
+o0

—o0

—o0

To interpolate,

i. Mark the features where ii. Draw the inbetween
the offscreen graph enters curve(s) smoothly
and exits the screen:
oupulh oupulh o
Foo +/v l +\v too /U +\V
Lol — /v
+/N
+/n
Screeny Offscreen -/ Screen  Offscreen
) “in
—/N
—0 Inputs —00 Inputs
Xeo-height +>°° —00 Xoo-height f,q

-0

8 Essential Feature-Sign Changes Inputs

1. Essential sign-change input A feature sign-change input is es-
sential whenever its existenceis forcedby the offscreen graph. So, given
the offscreen graph of a function, in order

PROCEDURE 3.2 To establish the existence of essential feature sign
change inputs in a inbetween curve
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i. For each piece of the inbetween curve, check the feature sign at both
end of the piece.
« If the feature signs at the two ends of the piece are opposite, there
has to be a feature sign change input for that piece.
« If the feature signs at the two ends of the piece are the same, there
does not have to be a feature sign change input for that piece.
ii. For each oo height input, if any, check the feature sign on either side
of the co height input:
e If the feature signs on the two sides of the oo height input are
opposite, the oo height input is a feature sign change input.
o If the feature signs on the two sides of the oo height input are the
same, the oo height input is not a feature sign change input..
iii. Check the feature sign on the two sides of co
o If the feature signs on the two sides of oo are opposite, oo is a
feature sign change input.
o If the feature signs on the two sides of co are the same, oo is not a
feature sign change input..

Outpuighy
0

.
Height sign Screef|
left Of Xoo.height—. Height sign rig
Height sign | § T of Xoo-neight
oo =2 | —Height sign

o Y ViV near -

- +i4 +  Ingut

— Xoo-height

+oo

To establish the existence of Height-sign change inputs

« Since the Height signs near —oo and left of T height are opposite
there is an essential Height sign-change between —o00 and Zoo-peight-

« Since the Height signs right of 2o height and near +oo are the same
there is no essential Height sign-change between x_peight and +o0.

DEMO 3.2b
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Outputly

To establish the existence of Slope-sign change inputs

 Since the Slope signs near —oo and left of T height are opposite
there is an essential Slope sign-change between —00 and Zoq_height-

« Since the Slope signs right of T height and near +oo are the same
there is no essential Slope sign-change between %, _peight and +oo.

DEMO 3.2c

Outpugly

- |/

Screen

Offscreen

v o Inputs
»

—o0 Xoo-height +o0

To establish the existence of Concavity-sign change inputs

« Since the Concavity signs near —oo and left of Zoc_height are oppo-
site there is an essential Concavity sign-change between —oo and
L co-height -

 Since the Concavity signs right of Zo_peight and near —oo are the
same there is no essential Concavity sign-change between o height
and +o0.

2. more complicated However, things can get a bit more compli-
cated.

DEmMO 3.2d
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Outp
+oo0

3

|
8
C
C
$V3

To establish the existence of Concavity-sign change inputs

e Since the concavity-sign at the transitions from —oo is U and the
concavity-sign at the transition to 400 is also U, one might be
tempted to say that there is no essential concavity sign-change input.

o However, attempting a smooth interpolation shows that things are a
bit more complicated than would at first appear.

i. Since the slope-signs at the transition from o=
—o0 is / and the slope-sign at the transition to

Offscreen

—+00 is \_there has to be an essential Slope ~
sign-change input near which Concavity sign = T Pt
(N, M)
= / <nu\ \ ’%’:’
ii. Since the concavity-signs near —oo and left o
of Tg.slope are opposite, there is an essential orser
Concavity sign-change input between —oco and }(/\
L0-slope- — co
- vuin nput
iii. Since the concavity-signs right of x(elope and ey
near 400 are opposite, there is an essential orer
Concavity sign-change input between z_gjope and /\
+o0. —
e A luu /n;pul.
oo 0PN A Tconcavin oo

3. non-essential That there is no essential feature sign-change input
does not mean that there could not actually be a non-essential feature sign-
change input.
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EXAMPLE 3.47.
Let f be the function
whose offscreen graph

Screen

Offscreen

=\n AU R\ Inputs
. >

e There is no essential Height sign-change input, no
essential Slope sign-change input, and no essential
Concavity sign-change input.

e However, the actual medium-size graph could very
well be:

Outpu
+o0

Offscreen

=\n ANy R ot

—o Yoo-height +00

4. Essential Extreme-Height Inputs An extreme-height input is
an essential local extreme-height input if the existence of the local
extreme-height input is forced by the offscreen graph in the sense that any
smooth interpolation must have a local extreme-height input.

EXAMPLE 3.48.

Let f be a function
whose offscreen graph
is

Outpuigy
+o0

~
3

A\

!
8

+

8

EXAMPLE 3.49.

Then,

i. Since the Slope signs near —oo and 400 are opposite
there is an essential Slope sign-change between —oo
and +o0.

ii. Since the Height of Zsjope sign-change is Not infinite,
the slope near xsiope sign-change Must be 0

Output
+o0

AL

VARSRVAN \ g

o0 X~ Xmaximum output 400
iili. Zoslope is a local essential Maximum-Height input.

essential local extreme-
height, input
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Let f be a function Then,
whose offscreen graph
is

i. Since the Slope signs near —oo and near +oo are
opposite there is an essential Slope sign-change be-
ouns . tween —oo and +4-oc.

,\ - ii. But since there is an oo-height input, the Height
near Tgopesign—change 1S infinite and there is no essen-
ool tial local maximum height input.

AL

3

8Y3

5. Non-essential Features While, as we have just seen, the off-
screen graph may force the existence of certain feature-sign changes in the
onscreen graph, there are still many other smooth interpolations of the off-
screen graph that are not forced by the onscreen graph.

EXAMPLE 3.50. The moon has an influence on what happens on earth—
for instance the tides—yet the phases of the moon do not seem to have an
influence on the growth of lettuce (see http://www.almanac.com/content/
farming-moon) or even on the mood of the math instructor.

We will say that a global feature is non-essentialif it is not forced by
the offscreen graph.

1. As we saw above, feature sign-change inputs can be non-essential.

EXAMPLE 3.51.

Let f be a function  Then,

whose graph is i. The two Height sign-change inputs left of Zo height
are non-essential because if the 0-output level line were
- o higher, there would be no Height sign-change input.
For insgipce:

0 +o0

Offscreen

- Inputs
>
8

ii. The Height sign-change inbut right of Zoo height is
essential because, no matter where the O-output level
line might be, the inbetween curve has to cross it.

— Xheight-sign chan,


http://www.almanac.com/content/farming-moon
http://www.almanac.com/content/farming-moon
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2. There other non-essential features: bl}mP
« A smooth function can have a bump in which the slope does not change &8¢ ,
. . . . max-min, fluctuation
sign but the concavity changes sign twice. . .
min-max, fluctuation

EXAMPLE 3.52. The function whose graph is

Outpu
Local Graph near 4
+o0

Offscreen

Local Graph near —

has a bump.

e A smooth function can also have a wiggle, that is a pair of bumps in
opposite directions with the slope keeping the same sign throughout but
with three inputs where the concavity changes sign.

EXAMPLE 3.53. The function whose graph is

Outpulj
Local Graph near +e

re L/\

Screen

Offscreen

Local Graph near —

has a wiggle.

A smooth function can also have a max-min fluctuation or a min-
max fluctuation that is a sort of “extreme wiggle” which consists of a
pair of extremum-heights inputs in opposite directions. In other words,
a fluctuation involves:

— two inputs where the slope changes sign

— two inputs where the concavity changes sign
EXAMPLE 3.54. The function whose graph is

Output
Local Graph near +o
+o0 2

has a max-min fluctuation.
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essential onscreen graph However, as we will see in Section 1 - Global Input-Output Rules (Page 207),
join smoothly in Mathematics, functions are not usually given by a curve but are given
?S?elltlal graph “mathematically” and the investigation of how a function given “mathemat-
join smoothly . . . .
essential on-screen graph ically” behaves cannot be based on the function’s global graph which, in any
case, is usually not necessarily simple to get as we will discuss in Section 4
- Local Input-Output Rule (Page 214).

But, while finding the global graph of a function given “mathematically”
is not stricly necessary to understand how the given function behaves, the
global graph of a function given “mathematically” can be a very great help
to see the way the given function behaves.

So, in order to explain how we will get the global graph of a function
given “mathematically” we will have to proceed by stages using functions
given by a curve.

We begin by outlining the PROCEDURE which we will follow in Section
1 - Global Input-Output Rules (Page 207).

i. The first step in getting the global graph of a function given “mathemati-
cally” will be to get the local graphs near the control points, that is near oo
and near the poles, if any.

ii. The second step in getting the global graph of a function given “mathe-
matically” will be to get the offscreen graph.

iii. The third step in getting the global graph of a function given “mathemat-
ically” will be to get the essential onscreen graph by joining smoothly
the offscreen graph across the screen.

6. The essential onscreen graph. Thus, the first step in getting
the global graph of a function given by an I-O rule will be to get the es-
sential graph, that is the onscreen graph forced by the offscreen graph, in
other words, the onscreen graph as we would see it from very far away.

PROCEDURE 3.3 To get the essential graph of a function given by a
global input-output rule

i. Get the offscreen graph, that is,
a. Get the local graph near oo,
b. Get the local graph near the pole(s), if any,
ii. Join smoothly the offscreen graph across the screen

Get the offscreen graph from the local graphs near the control inputs
namely near oo and near the pole(s) if any,
Then get the essential on-screen graph by
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The essential on-screen graph will already provide information about the
existence of essential behavior change inputs on-screen—but not about

their location.

However, there might be behavioral changes too small to see from far

away, so get the proximate on-screen graph by:

a. locating the non-essential behavioral change inputs, if any,
b. getting the local graphs near these non-essential behavioral change inputs

c. Joining smoothly all local graphs,

and then progressively zero in:

DEMO 3.3 Suppose that we found that the function JIM has a pole

at +27.3 and that the local graphs near +27.3 and co look like

" OO/T\ Outputs

+w¢\ Outputs
Offscreen Offscreen
Local grapn —>
near oo
\ Screen Screen|
Local grapn
near +27.3
_/
3 > 3
S =
—00 | @ 9. @
— 2 i
é 8 é "%J 8
I. We then have JIM's offscreen graph:
Outputs
+
Offscreen
Screen
3
<
o &
g
N §

|
8

Il. Then, the essential on-screen graph of JIM would look some-

And just because something
is far away doesn’t mean it’s
of mo interest: “Many an-
et erivilizations collected
psenoaticabnissforeant gnapih
a systematic manner through
observation. ” (https: //
en. wikipedia. org/wiki/
History_of_science.)

Actually makes sense doesn’t
it?


https://en.wikipedia.org/wiki/History_of_science
https://en.wikipedia.org/wiki/History_of_science
https://en.wikipedia.org/wiki/History_of_science
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thing like either one of:

Outputs Outputs
+ % +
8 8 g
Offscreen Offscreen
S¢reen " S¢reen
Egsential onscreen / S Egsential onscreen / >
gnaph A graph 4
3 3
| < <
3 g 8 3
-0 25 +% —0 N +0
5 &
(Seen from far away.)
Outputs Outputs
+ +
8 8
Offscreen Offscreen
N N
Screen Screen
Espential onscrgen
Essential mipimum N graph \
Kssential maximum \/ )/\
N > X
ks <
IS =5
é g 8 @
—9 N +o0 —0 XQ)J +oo

&4
(Seen from a short distance.)

Under the assumption that the function is continuous, the essential
on-screen graph of JIM already shows, the existence of an essential
minimum and of an essential maximum:
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Outputs utputs
+
8 8
Offscreen Offscreen
N N
Screen Screen
Bssential mirfimum
Bssential magimum ——— |
Essential mipimum M
Essential majximum \_/
A\ \ \
3 3
IS ) <
8 g 8 &
0. +o0 —00 @) 400

—© 5o )

However, there might be behavioral changes that we are too far to see.
Il. Supposing, for instance, that we were to locate from the I-O

rule a maximum at +7.8 coupled with a minimum at +2.1, or a non-

essential inflection at +7.5 then the proximate graph would be:

Outputs Outputs
gA §A

Offscreen Offscreen

~

Screen Screen

inflection.

Nkn—essenﬁal

I\Ln—essentia/

min-max coupi

mg
—_—
duy
oo
—_—
duy

>
0

sin

2 T

SN

i
—0 L + —0 2
N o

g/et
g/et

If we were to locate no non-essential behavioral change input, then of
course the proximate graph would just be the essential on-screen graph

9 Dilation of Functions

1. Dilating functions given by table.

2. Dilating functions given by curve.



base function
add-on number
add-on function
sum function
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10 Addition of Functions

Given a function, to which we will refer as base function, one often needs
to add a number to each output that the base function returns. Whether
or not this add-on number remains the same regardless of the input or
differs depending on the input, we can look upon the add-on number as
being itself the output returned for the same input by some other function
to which we will refer as add-on function. (If the add-on number is the
same regardless of the input this just means that the add-on function is a
constant function.)

There is then going to be a third function, to be referred as sum func-
tion, which, for each input, will return the output returned by the base
function plus the add-on number returned by the add-on function for that
input.

In other words, given the two functions

o BASE, BASE(x)
and
x APDON, ADD-ON(x)
there will be a third function given by

x 2YM, SUM(xz) = BASE(z) + ADD-ON(z)

1. Adding functions given by table. In sciences such as BIOLOGY,
PsycHoOLOGY and EcoNoMICS the three functions are often in tabular form.

EXAMPLE 3.55. When we shop online for, say a textbook, we first see a
price list —the base function. However, a shipping charge, which might or
might not depend on the textbook, is usually added-on to the list price and is
given by the Shipping charge list —the add-on function. The price we end-up
having to pay is thus given by the actual price list—the sum function.

v 5T, p1ST(x) = TP SHIP(x) v P2V, FPE)

English 140 English 13.15 English 140+4-13.15 = [153.15
History 80 History 3.45 History 80+3.45 = |83.45
Biology 130 Biology 7.25 Biology 130+7.35 = [137.25
Math 10 Math 3.75 Math 10+3.75 = [13.75
Poetry 70 Poetry 5.32 Poetry 70+5.32 = [75.32

which says, for instance, that while the list price of the English textbook is
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$140 , a shipping charge of $13.15 brings the price to be paid to $140 +
$13.15 = $153.15.

2. Adding functions given by bar graphs. Instead of giving the
functions by tables, one might want to given them by graphs. Rather than
to use plots, though, one often uses bar graphs.

EXAMPLE 3.56. The situation in the above example would be represented
by the following bar graphs.
LIST SHIP PAY
x ——— LIST(x) x —— SHIP(x) x —— PAY (x)
AOutputs AOutputs AOutputs
Offscreen Offscreen Offscreen
160 160 160
140 140 140 f-r B -
120 120 120
100 100 100
80 80 80 " -
60 60 60
40 40 40
20 20 20 ..
Of---id - B bl ;| Lo OF-- i . -_._!_._;:-._.l_._ 1) . T PEL SO N R
Inﬁts Ingts /nﬂt
S % S f, A S % S f, A S % S, A
O S oL R 0, . Sx O [} . B 0L [}
//‘5’6 ?b?, /o\% % @@ é% ?b?, /O\QJ, % @,& 4% ?ba, /O\?L % Oy

11 Linear Combinations of functions
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Part 11

Functions Given By Rules

While functions given by data, be it tables, I-O plots or curves, are
often used by experimental scientists, functions given by data do not
lend themselves to the calculations necessary to, for instance, assess
the precision of the data and, more generally, to a real understanding
of what the function does.

So, both in engineering and sciences, functions are mostly given “math-
ematically”, that is by giving a generic expression to calculate the
output number to be returned by f for the input number .
Giving a number (Subsection 4.7, Page 17) makes it likely that there
are several ways to give a generic expression for and this Part
IT deals with the first and simplest way which is of course just to give
After introducing global Input-Output rules in Chapter 5 - Straight
Functions (Page 227), we will discuss:

1. Local I-O Rule
Local Graph
Local Features
Control Point(s)
Global Graph

Of course, most of Part 1I will belabor the obvious but, this way, the
reader will see how matters remain essentially the same even as the
functions get more complicated.

AR B o

205






Chapter 4

Input-Output Rules

Global Input-Output Rules, 207 « Output at a given number.,
208 ¢ Global Graph: Why Not Just Plot & Interpolate?, 211 « Local
Input-Output Rule, 214 ¢ Towards Global Graphs., 224 .

1 Global Input-Output Rules

To give a function, the simplest way after giving the outputs themselves by
way of data is to give instructions for computing the outputs:

DEFINITION 4.1 A global I-O rule provides a generic expression
in terms of z for computing the output in terms of the input

Global input-output rule

In order to work with input-output pairs at a given number xy when
the function is given by an Input-Output rule, we will use

DEFINITION 4.2 Depending on whether zy is a regular input or
a pole we will use the following formats:
e For graphing, the pair format,

207

globlal I-O rule

pointwise format

This is the “direct” way to
give instructions. In Part
IIT - (Laurent) Polynomial
Functions (Page 337) we
will see the “reverse” way,
that is giving the instruc-
tions as ‘solution of a (func-
tion) ‘equation’



In standard CALCULUS texts
the two steps, declaration
and replacement, are often
conflated into a single step
but we will not do it.
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(w0 @) or (0. )

o For computing, the plain function format,

- - =

o For seeing, the arrow function format,

xo 7, | or xo 7, 00
o For anything, the full function format,

o] m < ol

2 Output at a given number.

Even though, as we argued in Section 11 - Neighborhoods (Page 40), eval-
uating a generic expression at a given number is to ignore the real world,
we will occasionally, if only for plotting purposes, want to get the -

at given numbers .

1. Getting input-output pairs
PROCEDURE 4.1 To get the [output returned at a given num-
ber xy by a function f given by an I-O rule =z L) =

senrc xression i tems o 1

. Declare that the output is to be at the given xg by wrltlng to the

rlght of the global input-output rule: the declaration |
T :1:0

v ) - G e - |
T < o

ii. Replace every occurence of z in the global input-output rule by the
given input zg to get the individual expression for zg :

ili. Execute the individual expression in terms of xg, that is do the
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operations in the individual expression to get:

IS, -] - m
iv. Format the input-output pair according to DEFINITION 4.2 - Point-
wise formats (Page 207)

DEMO 4.1a To get the output returned for the input —5 by the

function JZLL given by the global input-output rule =z IBEL,

x
:

i. We declare that the output is to be at —5 by writing | to
T —5

the right ot the global input-output rule:

ILL -
v = _
T =5

ii. We replace every occurence of z in the global input-output rule by
the given input —5 to get the individual expression for the output at

iil. We execute the individual expression in terms of —5, that is we do
the operations in the individual expression:

So, —5 is a regular input of the function JZLL
iv. We format the input-output pair, that is we write,

» For graphing, < -5 ,-)

» For computing purposes, we write




OK, don’t worry too much
about the algebra: the idea
for this DEMO and for the
EXAMPLES that will follow is
only to impress you with the
power and the scope of PRO-
CEDURE 1.8. o, for the time 97y CHAPTER 4. INPUT-OUTPUT RULES
being, the most important for
you is to develop an appreci-

ation of jusr the way PROCE- 00
DURE 1.8 works. » For discussing, —5 JILL, -

» For anything, —5 LN = -

DEMO 4.1b To get the output returned for the input —7 by the

function JZLL given by the global input-output rule =z L LN

i. We declare that the output is to be at —7 by writing | to
T — =7

the right ot the global input-output rule:

JILL( _
x a

ii. We replace every occurence of z in the global input-output rule by
the given input —7 to get the individual expression for the output at

—7:

T 4 —5

JILL

iii. We execute the individual expression in terms of —7 , that is we do
the operations in the individual expression:

= o0
So, —T7 is a pole of the function JZLL
iv. We format the input-output pair, that is we write,

» For graphing, ( -5 ,-)
» For computing purposes, we write =8

. . T
» For discussing, —5 ‘7—“>-
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» For thinking, —5 JILE, =B

3* Global Graph: Why Not Just Plot & Interpo-
late?

One of the main goals when a function f is given by a global I-O rule ise to
get the global graph of f and the way readers were most probably taught
was to:

a. Declare a few (regular) 1nput numbers: xg, x1, X2, etc

; 2
b. Compute the outputs , etc using PROCE- Nice and easy, ¢ h? In fact,
utterly misleading garbage

DURE 4.1 - Get the - at g from the I-O rule giving f (Page 208), that has to be disposed of
roperl éefore any CALCU-

D
c. Plot the input-output pairs (xo ,), (( 1, ), <( To , done ... ACCORD-
. . . NG*TO"THE REAL WORLD.
etc using Picture a few pairs (PROCEDURE 1.1, Page 73)
d. Interpolate these plot dots with a curve.

Unfortunately, if this is indeed fairly easy, this worls only for Straight Func-
tions (Chapter 5, Page 227) because of a number of issues:

1. How do we get the off-screen graph? Since the only numbers
Of course. we never asked
we can tickmark are mid-size numbers, there is no way we can plot Input-  (pat from our teacher.
output pairs near oo and/or near the pole(s) if any.

2. How do we know which numbers to declare?

EXAMPLE 4.1. Let KEN be given by the 1-O rule @ <, -

i. If we use the input numbers —2 and +2, using PROCEDURE 4.1 - Get
the - at xg from the I-O rule giving f (Page 208) we get the |-O pairs

( -2 ,-> and ( +2 ,-) whose plot points we could join smoothly with
a horizontal straight line.
ii. If, however, we use, say, the input numbers —2 and +4 , using PROCEDURE

4.1 - Get the [GUEPUE at o from the I-O rule giving f (Page 208) we get

the I-O pairs (—2 ,-) and (-1—4 ,-> whose plot points we certainly

cannot join smoothly with a horizontal straight line.



We would sometimes ask but
they always said it would be
obvious.
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3. How do we know how many numbers to declare?

EXAMPLE 4.2. Let KEN be given by the I-O rule =z KEN, =

i. If we use two input numbers, say —4 and +3, using PROCEDURE 4.1 - Get
the - at xo from the |-O rule giving f (Page 208) we get the I-O pairs

( —4 ,-) and ( +3 ,-) whose plot points we can join smoothly with
a straight line.

ii. If, however, we use three input numbers, say —4 and +3 with some thired
input number, the chances are very high that we will not be able to join the
plot points smoothly with a straight line.

And in fact, too many plot points can make it impossible to join them
smoothly.

EXAMPLE 4.3. The function SZNE belongs to VOLUME 11, but the point
here is Strang’s Famous Computer Plot of STNE
Outputs
+1.0] [=#2

+0.5

. e .l
—1.0| et teadlan RN N TPl e,

0 +200 +400 +600 +800 +1000 /nputs
How are we to “join smoothly”?

4. How do we know with which curve to interpolate?

EXAMPLE 4.4. Suppose the function RZN O was given by some I-O rule
and that we got the following input-output table and therefore the following
plot:

!The plot appears on the back cover of Strang’s Calculus, 1991, Wellesley-Cambridge
Press, where it is discussed in Section 1.6 A Thousand Points of Light, pages 34-36.
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Outputs
+61
+5
+4t
+3F ® &
+2+
Inputs | —4 -3 -2 +1 +2 +4 ot py
-1} ® L
Outputs | -1 +3 0 -1 -2 +3 ) °
_'g‘- Screen
Bl -
§
ShAOOLLCELERES &
Now, how would you join these plot dots? For instance:
Outputs Outputs Outputs
L +6}
Screen +5 Screen
+41
+3 } ] 5
+2f
+1 b
0 Of
-1} b 1
2[
3L
I 4|
5|
s of s
|||||||||||||g |||||||||||||g
S hbMLLCELERES & bbb ICELELES &
Outputs Outputs Outputs
o Screen = Screen el Screen
+4+ +4+ +4t
+3F +3 +3F
+2}+ +2F +2f
+1F +1} +1F
of > of of
-1k n 3 1L -1F
—2f 2L 2f
31 -3( 31
4[ 4l 4{
-5t 5L -5t
6L - -6f . 6} 5
I S I S S Y O S N N § I I T T - I I T § § I S T T TN U N N [ ——— E
ShAGOLLCEREAEE & c'm'nLc'nr'\,L LEREE § oG hdnLCELELES &

Answer: Other than making sure not to break the 7?7 (??7 7?7, 7?) and

other than very exceptionally, there is no rule for joining plot dots smoothly.
If we asked, they would say
“just get more plot points”.

5. How do we know the curve we got is the graph?

EXAMPLE 4.5. Let C'AT be the function given by the I-O rule

3
-1
HC&>C’AT(35):HJ_2

Which of the following computer-generated "graphs" is the right one?
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214
Outputs Outputs Outputs
106 i Screen 10+6 i Screen i Screen
0 : 0
H 5 5 =
. S
: 2 E Q
\/IO IO X/I 8)’ \I, 1 | - é 1 1 :( )5 1 ) a
% 2, % %, 20 100 410 420
Outputs Outputs Outputs
120 Screen Screen Screen
+10!
In case you wonder, they all ol. : oF : 0
are. "Just" different scales! o : : i
-1 : : :
20 | i | z _
: 3 : 3 1 K
H N ' < H &
1 @ ] & * x ©»
-5 0 +5 © e 7 oo R

Answer: On the basis of only so many plot dots, we can never be sure

what even the on-screen graph is going to look like.

4 Local Input-Output Rule

OKsoFAR [OKsoFAR| OKsoFAR [OKSoFAR| OKsoFAR [OKsoFAR!
[OKSOFAR| OKsoFAR [OKSoFAR! OKsoFAR [OKsoFAR| OKsoFAR

We already discussed in Numbers In General (Section 3, Page 7) why,
in the real world, we cannot use isolated numbers and in Computing with
Extended Numbers (Section 10*, Page 39) that we need neighborhoods.

In Local graph near a point (Section 8, Page 119), we saw how to get

global graphs from local graphs near control points/
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Here, we will see that to get the local graphs we need from Local input- Local input-Output rule

Output rules to get outputs near a given point. local input-output pair
local input-output rule

from which we will get local graphs which we will interpolate to get local arrow pair

global graphs.

make a diagram here.

alluded to the heart of the matter in Computing with Extended Numbers
(Section 10*, Page 39)

As hinted at in Local graph near a point (Section 8, Page 119), the way
we will operate is by interpolation of local graph graphs.

The iwuestion then is how to get the local graph near a given point for
the global I-O rule, that is how to comput outputs near given numbers.

with computing outputs at given numbers is that:

OKsoFAR [OKsoFAR| OKsoFAR [OKSoFAR| OKsoFAR [OKsoFAR!
[OKSoFAR' OKsoFAR [OKsoFAR| OKsoFAR [OKSoFAR| OKsoFAR

A major part of our work with functions given by input-output rules will

be getting local graphs in order to:
o See Local Features Functions May Have (Chapter 2, Page 133)
e Construct the global graph of the function to see Global Ways Functions

May Behave (Chapter 3, Page 165)

The first step towards getting local graphs for functions given by input-
output rules will be to compute the output near a given point.

The fact that global input-output rules involve a generic expression in
terms of a number will not prevent us from investigating a function near a
given point , be it oo, 0, or xy because,

e near oo, we will use large-size numbers and therefore the large variable
L

e near 0 we will use small-size numbers and therefore the small variable h

e near zy we will use nearby mid-size numbers and therefore the near mid-

size number variable xg @ h
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DEFINITION 4.3 Using the symbol V' to stand for the appropriate
one of the nearby variables for the given point : large variable L ,

small variable h , circa variable xg @ h , we have:

For graphing, use the local input-output pair

[ exccuted expresion in terms of 1

o For computing, use the local input-output rule

LG r———_

Local input-output rule near given point

e For seeing, use the local arrow pair

c -

o For thinking, use

v - () - S ——— ]

Local input-output rule near given point

1. Near
PROCEDURE 4.2 To get the outputs returned near oo by
a function f given by an |-O rule =z % =

et epiaston i i of B |

i. Declare that the input is a large-size indeterminate number by using

the large variable L and writing the declaration | . to the right
T

of the global input-output rule:

o ) - S |
z <+ L

ii. Replace every occurence of x in the global input-output rule by the
large variable L to get the local input-output rule near oo :

o - ] - ——
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local executed expression

iii. Execute the generic expression in terms of the relevant variable ac- .
local input-output rule

cording to the rules in Section 9 - Computing with Qualitative Sizes local input-output pair
(Page 33), that is do the operations in the generic expression to get the local input-output arrow
executed expression pair

iv. Format according to DEFINITION 4.3 - Local formats (Page 216)

DEMO 4.2 To get the outputs returned for inputs near oo by the

function ZEN A given by the global input-output rule = ZENA,

€T
BENA) - |

i. We declare that the input is a large-size indeterminate number by

writing the declaration to the right of the global input-output
g B g g p p
xT

€T
- 22, B -

ii. We replace every occurence of x in the generic expression by L to
get the individual expression for L :

iii. We execute the individual expression for L :

rule:

z <« L

The last expression above is the executed expression.
iv. We format according to DEFINITION 4.3 - Local formats (Page 216)

¢ local Input-output pair (L ,-)

e local input-output rule
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executed expression
local input-output rule
local input-output pair

¢ local input-output rule L % = -

2. Near 0

PROCEDURE 4.3 To get the outputs returned near 0 by
a function f given by an |-O rule =z % =

seneric exprssion i tarms of

i. Declare that the input is a small-size indeterminate number by using

the small variable h and writing the declaration | ., to the right
T

of the global input-output rule:

. (7] -
z <+ h

ii. Replace every occurence of x in the global input-output rule by the
small variable h to get the local input-output rule near 0 :

-0 ] - ——

iii. Execute the generic expression in terms of the relevant variable ac-
cording to the rules in Section 9 - Computing with Qualitative Sizes
(Page 33), that is do the operations in the generic expression to get the
executed expression

iv. Format according to DEFINITION 4.3 - Local formats (Page 216)
For graphing, use the input-output pair

Peep——

For computing, use the equality

A1) - et oo o 1

Local input-output rule near 0
For seeing, use the arrow pair

L,
For thinking, use the local input-output rule

CHAPTER 4. INPUT-OUTPUT RULES
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executed expression

local input-output pair

-

Local input-output rule near 0

DEMO 4.3 To get the outputs returned for inputs near 0 by the

function ZEN A given by the global input-output rule = M

BENAC-) - |+

i. We declare that the input is a small-size indeterminate number by
using the small variable h and writing the declaration | to the
o <—|

right of the global input-output rule:

o =2 RN -

ii. We replace every occurence of z in the generic expression by h to
get the individual expression for h :

iii. We execute the individual expression for h :

z <+ h

The last expression above is the executed expression.
iv. We format according to DEFINITION 4.3 - Local formats (Page 216)

(7 —3®+ghho+ghht )
2oa(s) osshe e
BT @t e thit?

3. Near z( .
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PROCEDURE 4.4 To get the outputs returned near zy by
a function f given by an I-O rule =z i =

R - |

i. Declare that the input is a nearby indeterminate number by using the

local variable xg @ h and writing the declaration | N to the
T < To D

right of the global input-output rule:

e 1 fi] - S
z < 20D h

ii. Replace every occurence of z in the global input-output rule by the
local variable oy @ h to get the local input-output rule near x :

ili. Execute the generic expression in terms of the relevant variable ac-
cording to the rules in Section 9 - Computing with Qualitative Sizes
(Page 33), that is do the operations in the generic expression to get the
executed expression

iv. Format according to DEFINITION 4.3 - Local formats (Page 216)
For graphing, use the input-output pair

(zoc . )

For computing, use the equality
-

Local input-output rule near 0
For seeing, use the arrow pair

oh

o For thinking, use the local input-output rule

Local input-output rule near 0
Note that the executed expression in the output for inputs near xg , that

is in the output for xg @ h , is not the same as the executed expression
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in the output for inputs near 0, that is in the output for h , because
the executed expression in the output for xg @ h "contains" xzg

DEMO 4.4a To get the outputs returned for inputs near +5 by

the function ZEN A given by the global input-output rule x ZENA,

BENAC-) - |

i. We declare that the input is an indeterminate number near +5 by

writing the declaration | . to the right of the global input-
T+ +5@

output rule:

v S22 BENA) =
z <+ +5Dh

ii. We replace every occurence of x in the generic expression by +5 @ h
to get the individual expression for +5& h :

2 _

ili. We execute the individual expression for +5@ h :

The last expression above is the executed expression.
iv. We format the input-output pair:

- (oo ORISR

Ok, so, why stop the dvision
here? You will see in Section
6 - Graphing Power Func-
tions (Page 287)
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DEMO 4.4b To get the outputs returned for inputs near —3 by

the function ZEN A given by the global input-output rule x ZENA,

B - -

i. We declare that the input is an undeterminate number near —3 by

writing the declaration | son to the right of the global input-
T+ —3D

ZgNA - -

ii. We replace every occurence of z in the input-ouput rule by —3 @& h

output rule

z+ —3Dh

to get the generic expression in terms of numbers near —3

iii. We execute the generic expression in terms of —3 @ h, that is we
do the operations in the individual expression:

The last expression above js the executed expression.
iv. We format the input-output pair, that is we write:

3@h, )

>




LOCAL INPUT-OUTPUT RULE

DEMO 4.4c To get the outputs returned for inputs near +1 by

the function ZEN A given by the global input-output rule x ZENA,

) -

i. We declare that the outputs are to be for numbers near +3 by writing

the declaration | Lon to the right of the global input-output rule:
z<+— +1&

ii. We replace every occurence of x in the input-ouput rule by +1&® h

z+ +16h

to get the generic expression in terms of numbers near +1

ili. We execute the generic expression in terms of +1& h, that is we
do the operations in the generic expression:

The last expression above is the executed expression.
iv. We format the input-output pair, that is we write:

(+1e )
BB +1 o 1 )| - S

gh ZENA,

\{ v v

v

+
—
2]
>

223
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control point OKsoFAR [OKsoFAR| OKsoFAR [OKSoFAR| OKsoFAR [OKsoFAR!
[OKSoFAR' OKsoFAR [OKSoFAR| OKsoFAR [OKSoFAR| OKsoFAR

5 Towards Global Graphs.

There is no general way to deal with functions given by I-O rules and
how we will deal with functions given by I-O rules will depend entirely on the
kind of expression in terms of z that appears in the I-O rule. In particular,
there is no general procedure for getting the global graph of functions given
by I-O rules. So here we will only be able to say some general things.

1. Direct problems

2. Reverse problems. When a function f is given by an input-
output rule

f . L
x — = generic expression in terms of x
the reverse problem for a given [ggl

W) -

generic expression in terms of z =

means to solve the equation

However, since the necessary AGEBRA depends entirely on the kind of generic
expression in terms of z that the input-output rule involves, and therefore
on what type of function f is, we will only be able to deal with reverse
problems as we go along and study each type of functions.

3. Global graph. Altogether, oo and poles will be the inputs that
we will call the control points for that function.

Chapter 2 - Local Features Functions May Have (Page 133) showed how
we need local graphs to see local function behaviors, but with functions
given by an input-output rule we will have to use PROCEDURE 4.2 - Get

near oo from f given by an I-O rule (Page 216) and then graph
the local input-output rule.
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Global input-output rule
and so, a function being given by an [-O rule, we will proceed in the
following three steps:

a. Locate the points near which we will need a local graph, namely:

e The control points, that is
e There will also the poles, if any, that is the input numbers for which the
output is oo
As we saw, there will always be oo because it is one of the control points,
oo and at the very least the poles if any, of the given function.

b. We will have to find the local frames in which the local graphs will
be.

c. We will have to find the shape of the local graph.

The reason that there is no simple PROCEDURE for getting local graphs is
that:

Step a is a reverse problem which will require solving equations that
will depend on the generic expression in the I-O rule that gives the function
under investigation.

Step b of course has already been dealt with with 7?7 however CAU-
TIONARY NOTE 1.4 will complicate matters.

Step ¢ will depend on being able to approximate the given function.

4. Need for Power Functions. |
So we will need local graphs for two purposes:
i. Get the global graph
ii. Get the local behaviors
So our approach will be:
i. Get the local graphs we will need to get the essential global graph
ii. Get the local graphs we need to get the needed behaviors
because no number of input-output pairs can almost never get us even
an idea of the graph.
OKsoFarOKsoFarOKsoFarOKsoFarOKsoFarOKsoFarOKsoFarOKsoFarOKsoFarOKsoFar
=============0K SO FAR =============—=
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straight function
straight line

ZERO

Chapter 5

Straight Functions

The Function zero, 227 o The Functions unz7+ and unzT—,

229 o Constant functions, 233 « Piecewise constant functionss, 234 e The
Diagonal Functions zpen7zTY and oPPosSzTE, 235 o Linear Functions,
241 o Piecewise Linear Functions, 243 ¢ Affine Functions,

243 o Piecewise Affine Functions, 254 .

But if we all know how
We will call straight functions those functions whose global graph is to draw a straight line is
a straight line. Straight functions are therefore exceptional in that they (https://duckduckgo.
lack local concavity but straight functions are not exceptional in that they 07/ 9~ straight+edgeds
. . t=ffab&iar=1imagests
are used extremely often, if only as benchmarks for functions that are not , .-, - gesiia=images ),
straight. defining a straight line is
quite another story, better
LANGUAGE NOTE 5.1  The name straight function is absolutely left to GEOMETRY. (https:
not standard but. while there is no standard word, in this text, // en. wikipedia. org/

everything has to have a name. wiki/Line_(geometry) )

1 The Function zero

This is the absolute simplest possible function:

DEFINITION 5.1 The function ZERQO is given by the I-O rule

— -1 - o
~——

General expression in terms of z«

227


https://duckduckgo.com/?q=straight+edge&t=ffab&iar=images&iax=images&ia=images
https://duckduckgo.com/?q=straight+edge&t=ffab&iar=images&iax=images&ia=images
https://duckduckgo.com/?q=straight+edge&t=ffab&iar=images&iax=images&ia=images
https://duckduckgo.com/?q=straight+edge&t=ffab&iar=images&iax=images&ia=images
https://en.wikipedia.org/wiki/Line_(geometry)
https://en.wikipedia.org/wiki/Line_(geometry)
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While not a very intersting function by itself, the function ZERO will
actually play a central role among functions very much like the role played
by 0 among numbers:

1. Local I-O rule.

2. Local graph.

3. Local features. Since the global graph of ZERQO is the 0-output
level line, that is a straight line,
i. ZERO has 0-height everywhere,
ii. ZERO has O-slope everywhere,
iii. ZERQO has 0-concavity everywhere.

4. Control point(s).

5. Global graph. The graph points are at the intersection of the
input level lines and the output level lines, but since no matter what the
input , the output of ZERQO is always [0], the output level line is always
the 0-output level line. So, of course:

PROCEDURE 5.1 To get the global graphs of the ZEROZ function,
that is of the function given by the I-O rule

x 25RO IZERO( =) = 0

i. Tickmark the constant coefficient 0 on the output ruler
ii. Draw the output level line through the tickmark

DEmoO 5.1
To get the global graph of the function ZERQO, that is the function

given by the I-O rule
v 22RO IZERO( =) = 0

i. Tickmark 0 on the foutput ruler
ii. Draw the output level line through
the tickmark
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constant coefficient

Magellan view: UNTT-

Mercator view:
Outputs
UNITT

Offscreen

L
&

Screen

3
2
S
o

co— |
S, ol ¥
L2,
' ae
.

4

_/

ZERO

¥ sandy|

2 The Functions unz7+ and unz7-

These are the next simplest possible functions. While still not very interest-
ing functions by themselves, UNZT ™ and UNIT ~ also play an important
role among functions much like the role played by +1 and —1 among num-

bers.

DEFINITION 5.2
» The function UNZTT T is given by the I-O rule

+
~——

General expression in terms of =z

» The function UNZT ~ is given by the I-O rule

——

General expression in terms of =z

CAUTIONARY NOTE 5.1 The symbols + and — to the upper
right of UNZT are not exponents and serve only to distinguish the

two UNZT functions.

1. Local I-O rules.
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2. Local graphs.
PROCEDURE 5.2 To get the local graph near a point, oo, 0, or z( of
a UNZIT function, that is of a function given by the I-O rule .

T ALLIN UNIT (@) = +1

Use 7?7 77 - 27 (7?) to get the local graphs from the global graph
given by THEOREM 6.5 - Odd regular power functions are diagonally

symmetrical (Page 286) .

DEMO 5.2a
From DEMO 5.4a - Global graph of the ZDENTZITY function

(Page 236) we get:

AOutputs: — A Outputs )
g . §Offscreen i | i Offscreen

i i i Screen

Screen

near oo

5 s

: : is} 3

i : S S

b . A = E

$ ’ NEE v g >
DEMO 5.2b

From ?? 27 - 72 (27)
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Outputs

Outputs
Offscreen Offscreen
Screen Screen
UNIT ~
near oo
/\ S~
+1
-N \
M N
i /
UNIT =
near 0

3. Local features.

4. Control point(s).

5. Global graph. The graph points are at the intersection of the
input level lines and the output level lines, but since no matter what the

input , the output of UNZT T is always -, the output level line is always
the +1-output level line. So, the global graph of UNZT T is

Since, no matter what the input is, the - of a unit function is
either always | +1 | or always | —1 I7

PROCEDURE 5.3 To get the global graphs of a UNZT function, that
is of a function given by either one of the I-O rules

+
or

i. Mark the constant coefficient +1 or —1 on the
ii. Draw the output level line through the tickmark

DEMO 5.3a
To get the global graph of the function UNZT ", that is the function
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given by the I-O rule

+

i. Mark +1 on the
ii. Draw the output level line through
the tickmark

Mercator view: Magellan view:
Outputs
uNTt
L
o1
[]
Bl
Screen
Offscreen -g
T E >
DEmMO 5.3b

To get the global graph of the function UNZT ~, that is the function
given by the I-O rule

i. Mark —1 on the

ii. Draw the output level line through

the tickmark

Mercator view: Magellan view:
Outputs.

Offscreen

Screen

UNIT ™

Y/ sandu|
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OKsoFAR [OKSOFAR| OKsoFAR [OKSOFAR| OKsoFAR [OKSGEAR) 1t function
[ORGGEAT OKsoPAR:. [OKSGFAT] OKsoPAR. [ORSOBAT OKsoFAR " !

3 Constant functions
Constant functions are given by dilating a UNZT function.

LANGUAGE NOTE 5.2  The name constant functions is an abuse
of language because it is not the function which is constant but its
output in the sense that the output remains constantly equal to the
constant coefficient no matter what the input is.

What makes constant functions exceptional is that they lack both local
slope and local concavity and have only local height.

But then, since for a constant function the local height is the same ev-
erywhere, we can talk of the global height of a constant function.

EXAMPLE 5.1. Let f be the function specified by the global input-output rule

z—L f(z) = (-31.72)2"
= —31.72
AOutputs
the global height of f is —31.72: oo i Offscreen
_mg"""""'"'?Vak;aa;m;i;;m
I Screen
e ! IHDUT$

—00 0 +o0

Given a base function as a monomial function, when we add-on a mono-
mial function with the same exponent, the sum is a monomial function with
the same exponent.
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EXAMPLE 5.2. G iven the base function MINT specified by the global

input-output rule
MINT  MINT(z) = —12.822+
and given the add-on function T E A specified by the global input-output rule
o —EL S TEA(z) = +49.282
then the sum function will be specified by the global input-output rule
x—M  SUM(z) = MINT(z) + TEA(z)
= —12.82z+ @ +49.282x ™4

=[-12.82 @ +49.28] 2

= +36.4620"*
EXAMPLE 5.3.
Aoutouts AOutputs AOutputs
Offscreen Offscreen Offscreen
+8 ] +8 foee +8 -
+6 |- +6}-- +6 |-
+4 1 +4 1} +4 |-
+2 |- +2f- +2 -
Of-—-—g-y-r-v-1-r1-1-17--  Of-—--- RN R B 0 T N AN UL RSN EN N N N O N
srrreorrerrr 23 Serrrtlerr
_4 - H H H H H H H H 3 4 4
6 6} 6 |-
8 = -8 |-
Pob bbb b b Inputs Inputs Inputs
-8-6-4-20+2+4+6+8 ; ; &

—8-6-4-2 0+2+4+6+8 8—6-4-20+2+4+6+8

4 Piecewise constant functionss

EXAMPLE 5.4.  The function SZGN, aka HEAVISIDE function, is given
by the global graph:

AOutputs
Offscreen
Screen
In other words,
» If f@ > 0, then SIGN (&) = +1,
+1 ° » If @ =0, then SZGN (j&) = 0,
0 °
em|l—1 4 » If J@ < 0, then SIGN (j&) = —1,
3
S
n
>
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But then, while SIGN (101) = 0

A Outputs
Offscreen
Screen
shows that
: > SIGN (H08) = +1
+1 Q
] b R > SIGN (E03]) = -1
e 5
. S
; )
e g
N W

5 The Diagonal Functions zpeNTZTY and OPPOSITE

These functions are the next simplest possible functions given by I-O rule.

1. Global I-O rules.

DEFINITION 5.3
» The diagonal function ZDENTZTY is the function given by the

I-O rule

@2, IDENTITY(@) = +1 © M
—_———

General expression in terms of [

» The diagonal function OPPOSITE is the function given by the
I-O rule

@ —2LPO5ITE  oppOSITE(@E) = -1 © |
—————

General expression in terms of [

LANGUAGE NOTE 5.3  The name diagonal function is not stan-
dard but there is no standard word that covers both the ZDENTZTY

diagonal function
linear coeflicient
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function and the OPPOSZITE function in spite of the fact that they
really belong together.

The name diagonal function alludes to the look of the global graphs
relative to the quincunx.

2. Global graphs. The global graph of diagonal functions is the next
simplest of the global graphs of the only three kinds of functions whose global
graph is a straight line and which, therefore, we can get directly.

The global graph of diagonal functions involve plot dots for input-output
pairs whose input and output have the same size.

EXAMPLE 5.5. The following I-O pairs give plot dots:
> (., 0 ) for both the Identity function and the Opposite function,

> (., +1 ) for the Identity function,
> (-, +73.092 ) for the Opposite function.

PROCEDURE 5.4 To get the global graph of a function given by the
I-O rule

g ZAGONAL, DT AGONAL(E) = +1 ©

i. Plot any two input-output pairs (-, output) with:
For the ZDENTZITY function, output the same as

For the OPPOSZITE function, output the opposite of -
ii. Draw a straight line through the two plot dots.

DEMO 5.4a
To get the global graph of the function given by the I-O rule

@ 2T, IpeNTITY (@) = +1 o M
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AOutputs
e : K
i. Plot, say, the pair (O , O) and the : 4
pair (_21.62, —21.62)

ii. Draw the straight line through the
two plot dots.

|
N
—_
N
[\S)

g
\ >
8 8
DEMO 5.4b
To get the global graph of the function given by the I-O rule
g CPPOITE, OpPOSITE(@E) = -1 O &
AOutputs .
+oo] ., : :
Offsc.reen
i. Plot, say, the pair (—1 , +1 ) and : _—
T SOOI o A S
the pair (+14.37, —14.37) : :
ii. Draw the straight line through the : :
two plOt dots. ,14'37..............; ............. .‘ ........
. n””g
\ >
8 - = 8

In terms of the quincunx,

THEOREM 5.1 Global graphs of the DIAGON AL functions.
The global graphs of the DZAGON AL functions are the straight lines
that extend the diagonals of the quincunx:
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AOutputs AOutputs
O ‘e,
IDENTITY i o . L i OPPOSITE
\/\\ ”“ e, = 3
[~ et SUOUUIUTUUUIORUY SURYY SURROUURRROUR Csouersere [ oo TR, "YU SORURROOOON ...
O e O f oo AR
S | S SO @ S | B FUR, R
; Screen Screen
g i - ] -
o : : Offscreen 3 Offscreen 3 3
i : 5l : ﬁ.
5 3 % 5
S & > S B >
— —_ —_— —_

CHAPTER 5. STRAIGHT FUNCTIONS

Proof. We cannot prove THEOREM 5.1 because we have no definition for

O]

straight line.

3. Control point(s).

4. Local graphs.
PROCEDURE 5.5 To get the local graph near co or the local graph
near 0 of a DZAGON AL functions given by the I-O rule .
g DZAIONAL, DTIAGONAL(@) = +1 © B

Use 7?7 77 - 77 (?7) to get the local graphs from the global graph
given by THEOREM 5.1 - Global graphs of the DZAGON AL functions

(Page 237).

DEMO 5.5a

From DEMO 1.9a - Output level band for [=#.83] (Page 122)
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AOutputs ‘ .
P i Offscreen o

Screen

4

239

A Outputs ‘
i | i Offscreen

Screen

& = =
280 5 5
.o’ 2 8 3 i) as]
o . = s
- = oo >

= =

Local graph near co of ZDENTITY

DEMO 5.5b
From 7?7 77 - 77 (2?7)

AOutputs ‘
9 i i i Offscreen

i Screen

*
*
Vsanduy

Local graphnear0of ZDENTITY

AOutputs ‘
i i i Offscreen

i Screen

Vsanduy

I E B
- —_

IS

Local graphnear coof OPPOSZTE

Local graph near0of OPPOSZITE

global slope

5. Local features. What makes diagonal functions different from
most other functions is that they lack local concavity and have only local

height and local slope.

But then, since for a diagonal function the local slope is the same every-
where, the graph of a diagonal function has a global slope,



240 CHAPTER 5. STRAIGHT FUNCTIONS

run that is the fraction % where, given two input-output pairs, the run is
rise the difference from one input to the other and the rise is the corresponding
difference from one output to the other.

In fact, the reason we like to use the inputs 0 and 1 is that they make
it easy to see that the global slope of the global graph of a linear function is
the linear coefficient of the global input-output rule.

EXAMPLE 5.6. L et f be the function specified by the global input-output
rule

r L flz) = (+0.5)z™

= +0.57
AOutputs
~+00 !
! Offscreen
Rise =+0.5 1
1
the global slope of f is % = % =40.5 05 \ !
g i
O b - S -
i
E Screen
1
Run =+}ﬂ
—o0 |
F— Input:
—00 0 +1 +oo$

6. Local I-O rules.

PROCEDURE 5.6 To get the - near a given point for a

DIAGON AL function given by the I-O rule =z _BRAGONAR

i. Declare that x is to be replaced by L

PRAEORAC [DTAGONTE( )] |, |, = |

=3 =1
r ‘ €Tr < L T« L © - .<—.
that is:
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ii. Execute the output-specifying code into a jet near oo Linear function

dilation function

= [a]L

—
jet near co
which gives the local input-output rule near co:
[ DIACONAL | IRERPEAR( < ) = [<]-
——

jet near co

7. Local features. OQutput near a point.

6 Linear Functions

Linear functions are given by dilating a DZAGON AL function.

LANGUAGE NOTE 5.4 Another name for linear function is di-
lation function because it is easy to prove that the distance between
any two outputs is obtained by just “dilating” the distance between
the two inputs by the coefficient. (See https://en.wikipedia.org/
wiki/Dilation_(metric_space).)

CAUTIONARY NOTE 5.2  dgfdgfddgf
(https://en.wikipedia.org/wiki/Linear_function)

DEMO 5.6a To get the output near co of the function specified by

the global input-output rule

BINE , BINK(z) = (—26.18)z!

| S
output-specifying code

i. We declare that x is to be replaced by +L

T+ L x4 =L x4+ =L
which gives:

1

r PN, BINK(S3) = (—26.15) - [(&E) ©

output specifying code


https://en.wikipedia.org/wiki/Dilation_(metric_space)
https://en.wikipedia.org/wiki/Dilation_(metric_space)
https://en.wikipedia.org/wiki/Linear_function
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ii. We execute the output-specifying code
=—26.18- £L
Since 26.18 is medium-size, 77 on 77 gives 26.18 - large = large and,
using 77 on 77, we get:
= Flarge
which gives the input-output pair
( £large , Flarge)

DEMO 5.6b To get the output near 0 of the function specified by the

global input-output rule
JINK
x ——— JINK(x) = (+45.57)x

—_———
output-specifying code

i. We declare that x is to be replaced by +small
JINE , JINK (z) = (+45.57)z 1!

x4 tsmall r<— tsmall r+— tsmall

which gives:

Eomatl —VE, IFENR (ESma)] = (+45.57) - (sman) -

output specifying code

ii. We execute the output-specifying code

= +45.57 - £small
Since 45.57 is medium-size, 7?7 on 77 gives 45.57 - small = small and,
using 77 on 77, we get:

= +small
which gives the input-output pair

(£small , £small)
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7 Piecewise Linear Functions

EXAMPLE 5.7. The function STZE, aka ABSOLUTEVALUE func-
tion, is given by the global graph:
+OOA Outputs

Offscreen
In other words,
» If @ >0, then SZZE (j&) = .
» If f@ =0, then SZZE (&) = 0,
0 » If @ < 0, then SZZE(@w) =
Screen s Opposite [ |,
_w g
—0 0 +oo>
But then, while SIZE(O) =0
A Outputs
Offscreen
shows that
or » S72¢ (H02) > 0
0.0 A
0 g » S72£([508) > 0
Screen §
; S
: »
Y-S >
() (8}

8 Affine Functions

addong

DEFINITION 5.4 An affine functions is the sum of a linear func-
tion and a constant functon, that is, in other words, a linear combi-

nation of UNZT+ and ZDENTITY:



linear part
constant part
affine function
linear term

linear coefficient
constant term
constant coefficient

244 CHAPTER 5. STRAIGHT FUNCTIONS

AFFINE
r —

Generic expression in terms of =z

in which

a ® x is the linear term and a is the linear coefficient
and

b is both the constant term and the constant coefficient
Moreover,

e The linear part of AFFINEF is the linear function given by:

> =a0z
and,

e The constant part of AFFINE is the constant function given

by:
FSAE (CONST = AFFINE( ) = b

EXAMPLE 5.8. The affine function NZN A given by the linear coefficient
—31.39 and the constant coefficient +5.34 is the function given by the I-O
rule

v —NINA_ WREERE Y] = 3150 531

—— ——— ——
linear term constant trem
= | —31.39 | +5.34

N—— ~—_———
linear coefficient constant coefficient
Moreover,

o The linear part of NIN A is the linear function

o SRR CINGENENA(: )| - 3Lz

and
e The constant part of NIN A is the constant function
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CAUTIONARY NOTE 5.3 Very unfortunately, there is a lot
of confusion in the literature between linear functions and affine
functions (Including in https://en.wikipedia.org/wiki/Linear_
function_(calculus) but see https://en.wikipedia.org/wiki/
Linear_function.) This is because, as we will see, like linear func-
tions, affine functions also have a straight line as global graph.

The reason this confusion is most regrettable is that linear func-
tions have a very important property, ’linearity’, that no other func-
tions—including affine functions—have: A dilation of a sum of two
functions is the sum of the dilations of the two functions. (https:
//en.wikipedia.org/wiki/Linearity) We will discuss 'linearity’ in
XXX:

See 77 77 - 77 (77)

OKsoFAR [OKsoFAR| OKsoFAR [OKSoFAR| OKsoFAR [OKsoFAR!

[OKSoFAR' OKsoFAR [OKsoFAR| OKsoFAR [OKSoFAR| OKsoFAR

1. Output at a given number We use PROCEDURE 4.1 - Get the

- at zg from the I-O rule giving f (Page 208)

EXAMPLE 5.9.

EXAMPLE 5.10.

PROCEDURE 5.7
i. Declare that x is to be replaced by xg

x _AFFINE | AFFINE(z)

T2 ‘x(—a:

—azr+b
0

T<—T0o


https://en.wikipedia.org/wiki/Linear_function_(calculus)
https://en.wikipedia.org/wiki/Linear_function_(calculus)
https://en.wikipedia.org/wiki/Linear_function
https://en.wikipedia.org/wiki/Linear_function
https://en.wikipedia.org/wiki/Linearity
https://en.wikipedia.org/wiki/Linearity
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which gives:
vo —2EEINE  AFFINE(z0)=  azo+b
——
output-specifying code
ii. Execute the output-specifying code into an output number:

=azrg+b
which gives the input-output pair
(x0, azo + b)
DEMO 5.7
i. We declare that z is to be replaced by —3
x _ALDA , ALDA(z) = —32.67z + 71.07
== r+——3 -3

which gives

ALDA

-3 ALDA(—3) = —32.67(—3) + 71.07

output specifying code
ii. We execute the output-specifying code into an output number:

= +98.01 4 71.07

= +169.08
which gives the input-output pair
(—3,+169.08)

However, as already discussed in 7?7 77 and as has already been the case
with monomial functions, instead of getting the output of an affine function
at a given input, be it co or xg, we will usually get the output of the affine
function near that given input.

2. Output near oo In order to get the output near oo, we could
proceed as we did in 7?7 ?7? with monomial functions, that is we could declare
“x is £large” and replace x everywhere in the output-specifying code by
+large. However, the generic expression for affine functions and all functions
thereafter will involve more than just one term and using +large would
become more and more time consuming.

So, in conformity with universal practice, we will declare “z near oco” but
write just x after that. This, though, is extremely dangerous as it is easy to
forget that what we write may be TRUE only because = has been declared
to be near oo.
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3. We will execute the output-specifying code, here ax + b, into a jet
, that is with the terms in descending order of sizes, which, because x is
large, means that the powers of x must be in descending order of exponents.

We will then have the local input-output rule near oo

AFFINE . .
x near o0 ——————— AFFIN E(x) = Powers of x in descending order of exponents

output jet near co

EXAMPLE 5.11. Given the function given by

x 2B BIBA(z) = —61.03 — 82.47x

To get the jet near oo, we first need to get the order of sizes.

i. —61.03 is bounded

ii. —82.47 is bounded and =z is large. So, since bounded - large = large,
—82.47 - x is large

Then, in the jet near oo, —82.47x must come first and —61.03 comes second

So, we get the local input-output rule near oco:

o near oo —224, BIBA(z) = —82.47z — 61.03

output jet near co

4. Altogether, then:

PROCEDURE 5.8
i. Declare that x is near oo

x _AFFINE | AFFINE(z) —az+b
X near oo X near oo X near oo
which gives:
xnearooM)AFFINE(m): ar+b

——
output-specifying code
il. Execute the output-specifying code into a jet near co

=420
output jet near co
where
e @ is the linear coefficient in the jet near co
e b is the constant coefficient in the jet near co.
which gives the local input-output rule near co:

2 near oo —LEINE AFFINE(z) = [a] x @ [b]

| S —
output jet near oo
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(Here the jet near oo looks the same as the given global input-output
rule but that is only because the output-specifying code happened to
be written in descending order of exponents.)

DEMO 5.8
i. We declare that x is near oo

x _NINA . NINA(z)

T near oo

= —61.03 — 82.47x

I near oo I near oo

which gives:
z near co 4 L NINA(z) = —61.03 — 82.47 »
output-specifying code
ii. We execute the output-specifying code into a jet near co:
= [8247] = o [F61.03]
which gives the local input-output rule near co:
2 near oo —A N4, NINA(z) = [—82.47] x @ [—61.03]

output jet near oo
where:
e [—82.47 is the linear coefficient in the jet near co
e |—61.03 is the constant coefficient in the jet near oc.
(Here the jet near oo does not look the same as the global input-
output rule because the output-specifying code happened not to be in
descending order of exponents.)

The reason we use jets here is that the term largest in size is the first
term so that to approximate the output we need only write the first term
in the jet and just replace the remaining terms by [...] which stands for
“something too small to matter here”. In other words,

THEOREM 5.2 Approximate output near oo. For affine func-
tions, the term in the jet that contributes most to the output near co
is the highest degree term in the output jet near oo:

Z near oo M)AFFINE(IE) = [a]az+ [..]

EXAMPLE 5.12. Given the function given by
_NINA  NINA(z) = —61.03 — 8247
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2 near oo — VA, NINA(z) = [-] T + [-]

near oo we will often just use the approximation
2 near oo — N NINA(z) = [-] z +..]

5. Output near ry https://en.wikipedia.org/wiki/Jet_(mathematics)

While with monomial functions 0 played just as iALERT a role as co
(Section 7 Reciprocity), this will not at all be the case with affine functions
and all functions thereafter as we will very often be interested in the neigh-
borhood of some given bounded input(s) other than 0. As a matter of fact,
the input 0 will usually not be of much more interest than other bounded
inputs. (But we will often be concerned with the output 0.)

6. In order to “thicken the plot” near a given bounded input, we could
proceed basically just as we did in 7?7 ?? with monomial functions, that is
declare “x < xo + small” or “x < xg — small”’and replace x everywhere in
the output-specifying code by “xg & +small”

X ®—small ;
>
+small
. L
. o p Inputs
0 0

EXAMPLE 5.13.

Neighborhood of x,

The input +2.5 is near the given input +2:

+2| +0.5:
P +2.5=+2+0.5
0 LEEEALEEEES
o ovoo | ooy oo
| - !:“'3 > Inputs
Stbbodddd
0N BN N B~ O\ 0
Neighborhood of +2

or by “x < xg — small”.


https://en.wikipedia.org/wiki/Jet_(mathematics)
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Xo ® ﬂ'mallé
>

éfsma/l
>
o )

- p Inputs
0 0

Neighborhood of x,

EXAMPLE 5.14. The input 4+17.4 is near the given input +18:

+17.4=+18 0.6
>

81+
T8I+
981+

TLI+
8°0+4 881+

- O LT+
- QLI+
- P8I+

A~

80— ¥

> Inputs

[

SN ik A/ RTINS

Neig

v'0-
(A
0 —
o+
9o v+

=
o
]
=
>
o
o]
o
—_
[oe}

However, as already pointed out in subsection 8.2 Output near oo,
unlike monomial functions the generic expression for affine functions and
all functions thereafter will involves more than just one term. So, using
“xo B +small” or “xy & —small” would become more and more time con-
suming and instead we will use “xg + h” where the letter h is universally
accepted as standing for +small or —small. In other words, h already
includes the sign.

Of course, in order to input a neighborhood of 0, we will declare that
x < h, aka x < 0+ h, in other words that x is to be replaced by h.

7. We can then ezecute the input-output specifying phrase into a jet
that is with the terms in descending order of sizes which here, since h
is small, means that the powers of h will have to be in ascending order of
exponents. We will then have the local input-output rule near the given
input:

oD h _AFFINE AFFINE(zo ® h) = Powers of h in ascending order of exponents

output jet near oo
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EXAMPLE 5.15. Given the function given by the global input-output rule
_BIBA , BIBA(z) = —82.47z — 61.03

Near +2 we do not already have the powers of A and we must begin by getting

them.
+2+ h PB4, BIBA(+2 + h) = —82.47(+2 + h) — 61.03

= —82.47(+2) — 82.47h — 61.03

= —164.94 — 82.47h — 61.03

= —82.47h — 225.97
Now we need to get the powers of h in descending order of sizes: Since —82.47
is bounded and h is small then by 7?7 on 77, —82.47-h is small while —225.97

is bounded so that —225.97 comes first and we get the local input-output rule
near +2:

424+ h AFFINE

AFFINE(+2 + h) = —225.97 — 82.47h

output jet near +2

8. We will therefore use:

PROCEDURE 5.9
i. Declare that x is to be replaced by xg+ h

AFFINE , AFFINE(z) —az+b
zx0+h zx0+h zx0+h
which gives:
zo+ h —2EEINE o ARFINE(zo+h) = a(zo+h)+b

[ —
output-specifying code
iil. Execute the output-specifying code into a jet near xg:

=axg+ah+b
ili. Reorganize into a jet near xg:

— @]  [ra]»

output jet near zg

which gives the local input-output rule near xq:
20+ h —2EINE | ARRINE(zo + b) = [Jaa0®0] o [ra]»

output jet near xg
where:
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e |axg+ b is the constant coefficient in the jet near zg
e @ is the linear coefficient in the jet near xg.

DEMO 5.9
i. We declare that z is to be replaced by —3 + h

_ALDA  ALDA(z) = —32.67x + 71.07
z<——3+h

X
zr——3+h r—3+h

which gives
ALDA
34+ h 224 ALDA(=3 + h) = —32.67(=3 + h) + 71.07
output specifying code

ii. We execute the output-specifying code into a jet near —3:
= —32.67(—3) — 32.67Th + 71.07

= +98.01 — 32.67h 4 71.07
= +98.01 4+ 71.07 — 32.67h

— [ae9:08]) o [=32567 ] »

output jet near —3

which gives the local input-output rule near —3:

34+ h ALA L ALDA(-3+h) = [[HET69108]] = [ =82567 ] »

output jet near —3

9. Near g, just as we saw was the case near co (see THEOREM 7.10 on
page 330), we will often approzimate the jet to the term(s) that is(are) largest
in size, which near xg is(are) the power(s) of h with the lowest exponent(s),
and we will just replace the remaining terms by |[...] to stand for “something
too small to matter here”.

In fact, for affine functions, we will often use:

THEOREM 5.3 Approximate output near xy. For affine func-
tions, near xy the term in the jet that contributes the most to the
output is ordinarily the constant term:

zo+h —2EINE L ARFINE(zo + h) = [azo + 8] +[.]

The exception is of course when the constant term axg + b = 0.
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10. When all we want is a feature-sign, though, the above procedure
is inefficient and we will then use the following procedure based directly on
the fact that an affine function is the addition of:

o a _, (See DEFINITION 6.5 on page 264)
e a _, (See DEFINITION 6.2 on page 262)
+  ERERRAEE, (5< 7* on 7")

o a  constant function . (See 77 on ?77.)

that is:
o AENE L AFFINE@) = ga® @ b’ @ cx @& _d,
~ ~—~ ~~

We declare that = is near xg that is that x must be replaced by zg + h:

w MINE L AFFINE(z) = a (20 + h)* @ b(zo + h)* @ ¢ (20 + h) ® L

The output of the local input-output rule near xy will have to be a jet:

o+ h AENE ARFINE@o+h) = e[ Jee[ Jw2e] |#

and we want to be able to get any one of the coefficients of the output jet

without having to compute any of the other coefficients. So, what we will do

is to get the contribution of each monomial function to the term we want.
This requires us to have the addition formula at our finger tips:

a.

More precisely,

b.

i. If we want the coefficient of h¥ in the output jet:
o The - function contributes -

e The - function contributes -
o The - function contributes €]

e« The constant function contributes |d
so we have:

zo+h ANE ARFINE(2o + h) = [+ 08+ f@mm - ] o [ Jne| e[ |

ii. If we want the coefficient of h' in the output jet:
o The - monomial function contributes
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+ The [Square monomial function contributes -

« The [linear monomial function contributes &

e The constant monomial function contributes nothing
so we have:

zo+h ANE AFFINE@o+h) = | | o [l - B0l v@)he | 2o |0

If we want the coefficient of h? in the output jet:
o The - monomial function contributes
« The [Square monomial function contributes &
e The - monomial function contributes nothing
e The constant monomial function contributes nothing

so we have:
zo+h AENE ARFINE@o+h) = e |re[@]n?e| |»®

11. If we want the coefficient of h® in the output jet:
+ The [Square monomial function contributes nothing
o The - monomial function contributes nothing
e The [constant monomial function contributes nothing

so we have:
w0 +h AENE ARPINE@o+h) = e[ Jre[ |n?e|[m]r?

9 Piecewise Affine Functions

EXAMPLE 5.16. The function STZE, aka ABSOLUTEV.ALUE func-
tion, is given by the global graph:

A Outputs
+o0

Offscreen ‘/
In other words,
\ » If @ >0, then SZZE (@) = @,
» If @ =0, then SZZE (@) = 0,
0 » If @ < 0, then SIZE (@) =
Screen = Opposite [@]
» 3
—0 0 +oo >
But then, while SZZE (J0]) = 0
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A Output
Lpus i Offscreen /
\ shows that
+0.5 » SIZE (-) >l
+0.2] :
W » S12¢ ([208]) > 0
Screen bs
: S
E (%)
BB ]
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Chapter 6

Regular Power Functions

Functions souARZINGt and SQUARING™, 262 e Functions cusBznNgt and
CUBING™, 263 o Functions rReczPrOCALT and ReCIPROCALT, 263 o The
Functions souArereczPpt and souArReERECTIP—, 264 o Secondary Regular
Power Functions, 264 « Graphing Power Functions, 287 e Reciprocity,
298 o Global Graphing, 305 ¢ Types of Global Graphs, 310 .

We now come to the functions that will be at the very core of CAL-
CULUS ACCORDING TO THE REAL WORLD inasmuch as, being the sim-
plest possible functions we can give with an I-O rule, they will, as men-
tioned in Chapter 0, be to (Laurent) polynomial approximations of functions
(https://en.wikipedia.org/wiki/Asymptotic_expansion) what powers
of TEN,

...0.0001, 0.001, 0.01, 0.1, 1.0, 10.0, 100.0, 1000.0, 10000.0 ...

are to decimal approximations of real numbers.

1. I-O rule.

DEFINITION 6.1
A power function P is a function given by an I-O rule of the form

P 5 t
# — P@) = coefficient j@ “Poe!

General expression in terms of | &

257

power function
coefficient
exponent

About time too!


https://en.wikipedia.org/wiki/Asymptotic_expansion
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where: » the given coefficient is either +1. or —1.,

exponent +n

» the given is a signed counting number

In other words, the I-O rule of a power function is:

m - +1
General expression in terms of -
in which
o Size EPORENE says how many copies of J@] are to be made

and multiplied if there is more than one copy. (If exponent

is "% then no copy of il is to be made.)

e Sign N |} says what to do to the coefficient with

the product of the copies of J@:

- If Sign SXPORENE] i [ hen the coefficient , namely +1 |
is to be multiplied by the product of the copies of &

- If Sign exponent ;. [= , then the coefficient , namely +1 |
is to be divided by the product of the copies of [,

If exponent

is ‘9 then the coefficient , namely =1, is
to be left alone

EXAMPLE 6.1. Let f be the power function given by the I-O rule

f 7
E—— @ = -1\
then, DEFINITION 6.1 - Power Functions (Page 257) gives
= —1 multiplied by @ O @ o @ o @ o @ o @ o @
=-l0oEcECECCECECECHE

EXAMPLE 6.2. Let f be the power function given by the I-O rule

/ —6
@ — f(@) = -1@
then, DEFINITION 6.1 - Power Functions (Page 257) gives

= —1 dovided by @ O @ O @ o @ o @ o &
-1

divided by

EcEcECcECEOE
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—1

CEoEcEcECECE

EXAMPLE 6.3. Let f be the power function given by the I-O rule

/
B —— f@ - —1@°
Then, DEFINITION 6.1 - Power Functions (Page 257) gives
= —1 left alone

= Sl

CAUTIONARY NOTE 6.1
» The + in the coefficient goes very often without saying,

» The T in the (POREnE goes entirely without saying,
« ”

However, eiven thoug.h the aboYe s.hortfzuts are completely stan.dard, In other words, the idea is for

since nothing goes without saying in this text, these shortcuts will not you to go only by what you

be used. see.

EXAMPLE 6.4. The I-O rulef
@ f(@) = —1@ "’

would usually be “shortened” to:

- L) f (-) = — . 7 But not in this text!

EXAMPLE 6.5. The I-O rule
- @ =

would usually be “shortened” to:

@ foE) -

EXAMPLE 6.6. The I-O rule

- @ - @

would usually be “shortened” to: But then where would. he
- ! ” f(-) = . =4 number the & copies of =
are to AMIGE] ., from?

Aside from being used to approximate functions, the power functions
will also be:
» The functions whose local graphs near 0 and near oo we will use to get

the local graphs of all the functions we will discuss in this Volume I. 77
77-77(77)
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exceptional power

o » The simplest functions to exhibit the local behaviors we described in
unction

Chapter 2

» The functions which we will use to ‘gauge’ all other functions.

LANGUAGE NOTE 6.1 Power Functions is the name that is nor-
mally used when the coefficient is +1 or —1 but, unfortunately, the
name power function is also used when the coefficient is any number,
something, however, we will not do in this text.

2. Exceptional power functions. We will call those power func-

. . exponent . .
tions for which ‘&P is either O or IF1

because:

exceptional power functions

THEOREM 6.1 Exceptional power functions lack at least one fea-
ture:

. ) ‘ "
» Exceptional power functions for which ‘SPOHEE

and concavity,

is "9 lack slope

. g q o .
» Exceptional power functions for which ‘FPREEE g s

cavity,

lack con-

Proof. »
When [SPOENE 5o (0] have.# ) = H1m®

= 41

and, similarly,

— UNIT (@)

When SRR 5o [F1 (o have-L) fl) = +1 e
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- +1 0@ regular power function
characteristic

= . parity
even power function

= IDENTITY(M@) odd power function

and, similarly, type

f 1
H— /- -1
= -10

= opp &

— OPPOSITE(@)
0

3. Regular power functions. In contrast with the exceptional power
functions, we will call regular power functions those power functions for

. t . igned ti b
which SPOREEE i any SIGNEC COUNTIE MUMBEE. 4p 0 than (0 and

eXpoment| 1. third characteristic

exponent

a. Along with Sign Coefficient and Sign

of a regular power function, will be parity
. . . exponent
» An even power function is a regular power function whose
. even (whole) number
is an )
. . . exponent .
» An odd power function is a regular power function whose ¥ is

odd (whole) number

b. From the point of view of these three characteristics, there will therefore
be eight types of regular power functions but the order of the characteristics

in the type

exponent exponent

Sign Parity Sign Coefficient
is not quite the order in the output but, as we will see, is the order of

importance in getting the global graph.

Type Sign exponent Parity exponent Sign Coefficient Output

+ even + even + +1 . S
+ . 1 - +even

+ even —
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primary power function

+ odd — - —1 g todd
— even + Ve 4 +1 —even
— even — = — _1 X —even
EER | S + +1 g o4
m—— — - 1 g o4

c. Low degree power functions We will now discuss the eight primary power
functions, that is the reqular power function with lowest size exponent for
each type.

d. Secondary power functions

https://en.wikipedia.org/wiki/Exponentiation#Power_functions

1 Functions sQuARINGT and SQUARING™

DEFINITION 6.2 The squaring functions are the power functions

with exponent sk namely:

g SUARING | SOUARING (@) = +1 @

and

g S YARING SQUARING (@) = —1 @ 2

=

. Control point(s).

N

. Global graphs.

w

. Local graphs.
4. Local I-O rules.

5. Local features.
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2 Functions cuBzNgt and cuBING™

1. Global I-O rules.

DEFINITION 6.3are the power functions with exponent o , namely:

@ S cUBING T (@) = +1

and

@ -, cuBING (@) = 1@

2. Global graphs.
3. Control point(s).
4. Local graphs.

5. Local I-O rules.

6. Local features.

3 Functions rReczProOCAct and RECIPROCAL™

1. Global I-O rules.

DEFINITION 6.4 Reciprocating Functions are the power functions

with exponent =1 , namely:

RECIPH
S

z RECIPT (@) = +1 ™"

and

m = reczr- (@) = -1

Cubing function
reciprocating function
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square-reciprocating 2. Global graphs.
functions
3. Control point(s).
4. Local graphs.

5. Local I-O rules.

6. Local features. SQUARERECIP

4 The Functions soguAReReCTPT and SQUARERECTP™

1. Global I-O rules.

DEFINITION 6.5  Square-reciprocating Functionsare the power

functions with exponent =2 , namely:

SQUARE-RECIPT , g ong ARE-RECIP* (@) = +1[&

and

g SUARERECIP , SOUARE-RECIP- (@) = —1[@ >

2. Control point(s).
3. Global graphs.
4. Local graphs.

5. Local I-O rules.

6. Local features.

5 Secondary Regular Power Functions
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1. Global I-O rules.
2. Global graphs.
3. Local graphs.

4. Local I-O rules.

5. Local features.

6. Output at z¢o. With 77, PROCEDURE 5.3 becomes:

PROCEDURE 6.1
To get the output at [@g for the power function given by the I-O rule

@ - r@m = @

i. Declare -:

f o +n
g -

ii. Write the expression particular to [

Bl - f@) = +1 @

+n |

B

iii. Execute the particular expression according to

o ™ says to multiply +1 by the ™ copies of -:
Bl @) = ! oEEo - O
n  copies of-

o 0 says to leave £1 alone:

B f(E) = 1

e 7 says to divide +1 by the "™ copies of -:
/

o — f (&) =
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+1

~ ] |
-copiesof-

DEMO 6.1a
To get the output at - of the power function whose I-O rule is

m>% pir@) -

i. Declare -:
o pIr@@m)| - +1
—

ii. Write the expression particular to -:
=8 > pir (B8l = 11 g
iii. Execute the particular expression according to what +6 says:
. & says to multiply +1 by the 6] copies of -:
[ _DIE DIP (|=8]) =
Sslo] o] —fo] —ifo] —fo] —fol — ||
[ 6 copies of [58]

= +729

DEMO 6.1b
To get the output at - of the power function whose I-O rule is

m-= rir@ = @@

i. Declare -:
FIP
B, o FP@| - -1E?
- .<_. .<—.

ii. Write the expression particular to -:
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- rr@E - 1 E

iii. Execute the particular expression according to ‘0
o 0 says to leave —1 alone:
FIP
- Fir ) -
DEMO 6.1c

To get the output at - of the power function whose I-O rule is

@ -2 cIip@) = +1 @

i. Declare -:
GIP

s GIP = +1 e
I\.%. () +1

‘I%.

ii. Write the expression particular to -:

B2 crr(E) -

L |

ili. Execute the particular expression according to
e = says to divide 4+1 by the @ copies of -:

-3 B cIP(=3) =

+1
o] o] o [of
5 copiesof-

= —0.004115226337449 + ...

—

Only just in case you wanted
to see lots of decimals.

DEMO 6.1d Just in case you for.got the in-
) ) put could be a decimal num-
To get the output at - of the power function whose I-O rule is ber.

@ -2 cIip(@) = +1 @

i. Declare -:
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GIP —5
z _GIP GIP(.)‘ = +1E
‘l%. B -

ii. Write the expression particular to -:

Bl el - e

-5 .

iii. Execute the particular expression according to
e = says to divide +1 by the ® copies of -:

—02 i GIP(E02))

+1
1502 0 502 © 502 0 [502] o (502
5 copiesof-

= —3125

7. Output near xg.

8. Output near co.
i. When we want to thicken only one side of 0o, we proceed as follows:

PROCEDURE 6.2

1. Normalize the global input-input rule using 7?7 on 77
2. Declare that z is to be replaced by - or -
3. Execute the output-specifying code that is:

a. Decode the output-specifying code, that is write out the com-
putations to be performed according to the output-specifying code.

b. Perform the computations given by the code using 7?7 on 77
and ?? on ?? or 77 on 77

DEMO 6.2

i. We normalize NADE:
NADE NADE(z) = (—mediumsize) z~°%
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ii. We declare that x is to be replaced by -

NADE = (—mediumsize)x
o o -

——— NADE(z)
which, once carried out, gives:

FPldige] "~ NADE(+large) = (—mediumsizc)(Eildige) ~

output-specifying code

—odd

X

-+ [Eitange]

ili. We execute the output-specifying code that is:

a. We decode the output-specifying code: since the exponent
is megative , we get the output NADE(+large) by dividing the
coefficient —mediumsize by an odd number of copies of the given
input -:

—mediumsize

odd number of copies of -

b. We perform the computations given by the code. Dealing sepa-
rately with the 'signs and the [§i2€s|, we have

—mediumsize

@ ..

odd number of copies of .

and since,
e by 7?7 on 7?7, any number of copies of + multiply to +,
e by the DDEFINITION of large, any number of copies of large
multiply to large
—mediumsize

T

= —small

iv. The input-output pairs are (-, —small )

and by 7?7 on 7?7 and 7?7 on 77 we get

DEMO0 6.3 Let RADE be the function given by the global input-output

rule

z —PAPE \ RADE(z) = (+45.67)z 4
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To get the input-output pairs near [=e0 for RADE:

i. We normalize RADE:
x HADE , RADE(z) = (+mediumsize) z~ "

ii. We declare that x is to be replaced by -
RADE

- ———— RADE(x) L(_- = (+mediumsize)x

which, once carried out, gives:

[BlaRge —“"" RADE(—large) = (+mediumsize)([Eldnge) ~ "

output-specifying code

—even
T

=[]

iii. We execute the output-specifying code that is:

a. We decode the output-specifying code: since the exponent
is megative , we get the output RADE(—large) by dividing the
coefficient +mediumsize by an even number of copies of the given
input

+mediumsize

even number of copies of -

b. We perform the computations given by the code:
Dealing separately with the 'signs and the [§iz€s., we have

+mediumsize

= @

even number of copies of .

and since,
e by the Sign Multiplication Rule, any even number of copies of —
multiply to +
e by the DDEFINITION of large, any number of copies of large
multiply to arge
_ +mediumsize
- g
and by the Sign Division Rule and the Size Division Theorem

= +small
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iv. The input-output pairs are (-, +small )

ii. When we want to thicken both sides of oo, we declare that x is to be
replaced by - and keep track of the signs as we perform the compu-
tations given by the output-specifying code.

DEMO 6.4 Let DADE be the function given by the global input-

output rule
z 2222 DADE(z) = (-83.91)2"®

To get the input-output pairs near (60 for DADE:

i. We normalize DADE:
g D2ADE , DADE(z) = (—mediumsize) %

ii. We declare that x is to be replaced by -

DADE = (—mediumsize)
- -

———— DADE(x)
which, once carried out, gives:

BEIGRGE 2% DADE(Hlarge) = (-medsumsize) SEEGRD *

output-specifying code

T $+odd

I

ili. We execute the output-specifying code that is:
a. We decode the output-specifying code: since the exponent
is positive , we get that the output DADE(+large) is obtained by

multiplying the coefficient —mediumsize by an odd number of copies

of the given input -:
= (—mediumsize) - (-) C (-)
odd number of copies of-

b. We perform the computations given by the code. Dealing sepa-
rately with the |signs and the [§i2€s., we have

= (—mediumsize) - S.) Tt (.Z

odd number of copies of .
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and since,
o by the Sign Multiplication Rule, an odd number of copies of +
multiply to 4+ and an odd number of copies of — multiply to —
e by the DDEFINITION of large, any number of copies of large

multiply to large
= (—mediumsize) - +£ -
and by the Sign Multiplication Rule and the Size Multiplication
Theorem

= Flarge
iv. The input-output pairs are (-, Flarge)

DEMO0 6.5 Let PADE be the function given by the global input-output

rule

PADE | pADE(z) = (—65.18)z ™

To get the input-output pairs near [60' for PADE

i. We normalize PADE.
_PADE , PADE(z) = (—mediumsize) x "

ii. We declare that x is to be replaced by -
PADE

- [T ———— PADE(z) ‘x<_- = (—mediumsize)

which, once carried out, gives:

EElaige """ PADE(&large) ) = (—mediumsize) ([EElange]) ~ "

output-specifying code

T l,—&—even

- o]

iil. We execute the output-specifying code that is:

a. We decode the output-specifying code: since the exponent is
positive , we get the output PADE(+tlarge) by multiplying the
coefficient —mediumsize by an even number of copies of the given

= (—mediumsize) - (-) C e (-
even number of copies of -
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b. We perform the computations given by the code. Dealing sepa-
rately with the 'signs and the [§i2€s., we have

= (—mediumsize) - S.) (.Z

even number of copies of .

and since,
e by the Sign Multiplication Rule, an even number of copies of +
multiply to 4+ and an even number of copies of — multiply to +
e by the DDEFINITION of large, any number of copies of large

multiply to large
= (—mediumsize) - + -

and by the Sign Division Rule and the Size Division Theorem

= —large

iv. The input-output pairs are (-, —large)

9. Output near 0.
i. When we want to thicken only one side of 0, we proceed as follows:

PROCEDURE 6.3

1. Normalize the global input-input rule using ?? on 77
2. Declare that x is to be replaced by - or -
3. Execute the output-specifying code that is:

a. Decode the output-specifying code, that is write out the com-
putations to be performed according to the output-specifying code.

b. Perform the computations given by the code using 77 on 77
and 7?7 on ?? or 7?7 on 7?7

DEMO 6.6

i. We normalize MADE:

g MADE MADE(z) = (+mediumsize) x4

ii. We declare that x is to be replaced by -

MADE ) .
= d
- M_- (+mediumsize)

2R, MADE(x) x ol

X

o« S
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which, once carried out, gives:

WAl AP MADE(+small) = (—mediumsize) (EEgmail) = °*

output-specifying code

iii. We execute the output-specifying code that is:
a. We decode the output-specifying code: since the exponent is
positive , we get that the output MADE(+small) is obtained by

multiplying the coefficient +mediumsize by an odd number of copies

of the given input -:
= (+mediumsize) - (-) C (-

odd number of copies of -

b. We perform the computations given by the code. Dealing sepa-
rately with the 'signs and the [§i2€s], we have

= (+mediumsize) - E.) (.)

odd number of copies of .

and since,
e by the Sign Multiplication Rule, any number of copies of + mul-
tiply to +
e by the DDEFINITION of small, any number of copies of small

multiply to small
= (+mediumsize) - [+ - [Small

and by the Sign Multiplication Rule and the Size Multiplication
Theorem

= +small

iv. The input-output pairs are (-, —small )

DEMO 6.7 Let WADE be the function given by the global input-

output rule
WADE . W ADE(z) = (—28.34)z 3

To get the output of WADE near -

i. We normalize WADE:
_WADE , WADE(zx) = (—mediumsize) x~ "
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ii. We declare that x is to be replaced by -
. WADE

- [Fomatl] ———— WADE(z) ‘W_- = (—mediumsize)x
which, once carried out, gives:

WS —22E ., W ADE(+small) = (—mediumsize) (EESmail) ~ <"

output-specifying code

—Eeven

-« [ESmai]

ili. We execute the output-specifying code that is:

a. We decode the output-specifying code: since the exponent
is megative , we get the output WADE(+small) by dividing the
coefficient —mediumsize by an even number of copies of the given
input -:

—mediumsize

even number of copies of-

iv. b. We perform the computations given by the code. Dealing
separately with the [signs and the [§i2€5], we have

—mediumsize

CRRC)

-

even number of copies of .

and since,
e by the Sign Multiplication Rule, any number of copies of + mul-
tiply to +
o by the DDEFINITION of small, any number of copies of small
multiply to small
_ —mediumsize

+ - [small
and by the Sign Division Rule and the Size Division Theorem

= —large
iv. The input-output pairs are (-, —large)

ii. When we want to thicken both sides, we will declare that z is to
be replaced by - and keep track of the signs as we perform the
computations given by the output-specifying code.
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DEMO0 6.8 Let JADE be the function given by the global input-output

rule
z —IAPE , JADE(z) = (—65.71)z 7

To get the output of JADE near .

i. We normalize JADE:
g —APE JADE(z) = (—mediumsize) x~°%

ii. We declare that x is to be replaced by -
JADE

— ————— JADE(x) ‘M_- = (—mediumsize)

which, once carried out, gives:

- _JADE , JADE(+small) = (—mediumsize)(-) i

output-specifying code

T T —odd

v small

iii. We execute the output-specifying code that is:

a. We decode the output-specifying code: since the exponent
is negative , we get the output JADE(£small) by dividing the
coefficient —mediumsize by an odd number of copies of the given
input -:

—mediumsize

odd number of copies of -

b. We perform the computations given by the code. Dealing sepa-
rately with the 'signs and the [§iz€s], we have

—mediumsize

@ @

2

odd number of copies of .

and since,
e by the Sign Multiplication Rule, an odd number of copies of +
multiply to 4+ and an odd number of copies of — multiply to —
e by the DDEFINITION of small, any number of copies of small
multiply to small
_ —mediumsize

+ - small
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and by the Sign Division Rule and the Size Division Theorem

= Flarge
iv. The input-output pairs are (-, Flarge )

DEMO0 6.9 Let FADEF be the function given by the global input-output

rule

z APE | FADE(z) = (—65.18)2 6

To get the input-output pairs near . for FADE:

i. We normalize FADE.

g LAPE FADE(z) = (—mediumsize) xT¢""

ii. We declare that x is to be replaced by -

FADE = (—mediumsize)
< -

——— FADE(x)
which, once carried out, gives:

S P FADE(£small) ) = (—mediumsize)(EESmai) * "

output-specifying code

T x-l—even

-« {Esmall]

iii. We execute the output-specifying code that is:

a. We decode the output-specifying code: since the exponent is
positive , we get the output FADE(—small) by multiplying the
coefficient —mediumsize by an even number of copies of the given

input R
= (—mediumsize) - (-) C e (-)
even number of copies of -

b. We perform the computations given by the code. Dealing sepa-
rately with the |signs and the [§i2es., we have

= (—mediumsize) - S.) (.Z

Vv
even number of copies of .
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Input Sign
Input Size
Output Sign
Output Size

and since,
e by the Sign Multiplication Rule, an even number of copies of +
multiply to + and an even number of copies of — multiply to +
e by the DDEFINITION of small, any number of copies of small

multiply to small
= (—mediumsize) - + - small
and by the Sign Multiplication Rule and the Size Multiplication
Theorem

= —small

iv. The input-output pairs are ((f£small , —small )

10. Output Sign and Output Size The following will make our

Really! In spite of appear- life a bit easier:
ances!

AGREEMENT 6.1

» Instead of saying "the sign of an input", we will use the entity
Input Sign

» Instead of saying "the size of an input', we will use the entity
Input Size

and of course, similarly,

» Instead of saying "the sign of an output", we will use the entity
Output Sign

» Instead of saying "the size of an output", we willuse the entity
Output Size

However, in all other cases, we will continue to say "the sign of ..." or

just "Sign ..." and "the size of ..." or just "Size ..." and "the parity

of ..." or just "Parity ...".

i. Output Sign Output Sign will play a central role in discussing the be-
havior of functions and, in the case of regular power functions,t we have:

But it’s not going to be alway
that easy to get!

THEOREM 6.2 Output Sign for regular power functions

» If [Input Sign| is |+, then Output Sign will be the same as Sign
Coefficient
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» If _ is ., then Output Sign will depend on Parity

exponent

—If exponent

is €¥€ then Output Sign will be the same as Sign
Coefficient ,
—If exponent

is ‘99 then Output Sign will be the opposite of
Sign Coefficient .

EXAMPLE 6.7. Let KCZP be the regular power function given by the I-O rule
mL kr(@) - 1@
Then THEOREM 6.2 - Output Sign for regular power functions (Page 278)),

gives that, since = 2id

> If - is . Output Sign is + (The same as Sign +1),
» If - is . Output Sign is — (The opposite of Sign +1 ).

And indeed, we get directly from DEFINITION 6.1 - Power Functions
(Page 257)) that:

H L kr@) = + o EHoEoE
= + oM
-+

. X xr@ = + ocBcc B
= +0oH

and

EXAMPLE 6.8. Let KZ7 be the regular power function given by the I-O rule
s kT () = 1t
Then THEOREM 6.2 - Output Sign for regular power functions (Page 278),

gives, since =4 s leven that:

» If - is [, Output Sign is + (The same as Sign +1),
» If - is . Output Sign is + (The same as Sign +1).

And indeed, we get directly from DEFINITION 6.1 - Power Functions (Page 257)
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that:
KIT +
B ® - pogomen
_|=
o+
= +
and

KIT +
B o® - opomon
-

+

ii. Output Size For the purposes of CALCULUS ACCORDING TO THE REAL
WORLD, we will mostly need qualitative sizes, particularly near co and near

But it’s not going to be alway (), In the case of regular power functions we have:

that easy to get!

THEOREM 6.3 Output Size for regular power functions

exponent |

Output Size depends always on Sign

exponent .
P is ', then:

Output Size will be the same as _
exponent .

is =, then:

Output Size will be the reciprocal of _

» If Sign

» If Sign

Proof. The proof goes along the lines of the following two EXAMPLES, is left
to the reader. O

EXAMPLE 6.9. Let KZN be the regular power function given by the I-O rule
B KIN (@) = 1@
Then THEOREM 6.3 - Output Size for regular power functions (Page 280)

gives, since Sign 5 is | that Output Size will be the same as -
So:

» When - will be - Output Size will be large
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» When - will be [Small], Output Size will be small .

And indeed, directly from DEFINITION 6.1 - Power Functions (Page 257) we
get:

aige| "z (laige) — 1 Mg "
-1 o [l o [l © [l © i o e
-1 o [

= large
and

alll 7z (Rl -
-1 o Sl o il o St o Sl o R
-1 o

= small

EXAMPLE 6.10. Let KXZM be the regular power function given by the I-O
rule B M KIM@@E) = 1@ L
Then THEOREM 6.3 - Output Size for regular power functions (Page 280)

gives, since Sign 4 is . that Output Size will be the reciprocal of
. So:

» When [Input Size| will be [large|, Output Size will be small
» When - will be [$malll, Output Size will be large .

DEFINITION 6.1 - Power Functions (Page 257) we get:

NiaGe] = ez (Wage)) - 1 WagE
1
Targe) o Varge| > Narge - farge

1
large
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= small
and

B o () -

1

\small © [small| © [small. © [smail
1

small

= large

iii. Quincunx In particular, using the fact that large implies larger than 1
and small implies smaller than 1, we have, relative to the quincunx:

THEOREM 6.3 (Restated) Output Size for regular power
functions

» If _ is larger than ., then:

— If Sign P onent| ;o [ , then Output Size will be larger than 1

— If Sign <P onent] ;o IS , then Output Size will be smaller than 1
» If _ is [, then: Output Size will be also 1
» If _ is smaller than [, then:

— If Sign < B s , then Output Size will be smaller than 1

— If Sign ““# onent; jq = , then Output Size will be larger than 1

Proof. The proof is of course just a tiny little bit more complicated but still
goes along the lines of the following two EXAMPLES and ...is left to the
reader. O

EXAMPLE 6.11. Let KZS be the regular power function given by the I-O rule
s KTS (@) = 1

Then, directly from DEFINITION 6.1 - Power Functions (Page 257) we get:

< i - ez (fE) ~ 1
-1 o HaE o - e
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=1 ©® large

_ large >1 Just in case: “Jill is older
than Jack” and “Jack is
younger than Jill” say ez-

1 >-ﬂ> KIS <-> — _1‘ actly the same thing.
= 1 © [smalll o [small o [small

= 1 @® small

and

= small <1

EXAMPLE 6.12. Let JCZ7T be the regular power function given by the I-O rule

T IT () =

DEFINITION 6.1 - Power Functions (Page 257) we get:

v < [idige) T T (W) - o e
1
Targe) o arge o Warge - large

1
large

= small <1 Again, “Jill is older than
Jack” and “Jack is younger

and
than Jill” say exactly the
1> - KIM, o (Bial) — 1 B same thing.

1
‘small © |small © [smalll © | small

1
small

= large >1
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11. Symmetries.
In order to halve the work in graphing regular power functions more
efficiently, we need to invest a little bit on a couple of graphic maneuvers:
i. Horizontal Flip
If we do a horizontal flip on a first plot dot we get a second plot dot and
e The input of the second plot dot will be the opposite of the input of the
first plot dot
e The output of the second plot dot will be the same as the output of the
first plot dot

EXAMPLE 6.13. If we do a horizontal flip on a the plot dot (+2, —48) we will
get a second plot dot and:
+OOAOutputs o the input of the second plot dot will
be —2
Offscreen e the output of the second plot dot
Soreen will be —48

—43 - S 'm

{3 ‘ Inpu»ts
—00 -2 0 +2
EXAMPLE 6.14. Given the function specified by the global input-ouput
rule
2L KAT(z) = (—3) - 2™
i. For instance Aoutouts
+00
KAT
+2 — KAT(+2) =-30e+2e+2e+2e}2 Offscreen
— —48 Screen
and
KAT
-2 —— KAT(—-2) = —3e 2020202 ,¢| R orizontal)
= —48 : 1
ii. We see that we can get the plot dot for
input —2 by a horizontal flip of the plot dot : 3
for input +2: ; ; Inputs

—0 2 0 +2
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THEOREM 6.4 Even regular power functions are horizontally
symmetrical

Proof. O

ii. Vertical Flip

iii. Diagonal Flip If we follow the horizontal flip on the first plot dot by a
vertical flip on the second plot dot, we will get a third plot dot and:
o the input of the third plot dot will be the same as the input of the second
plot dot, that is the opposite of the input of the first plot dot
o the output of the third plot dot will be the opposite of the output of the
second plot dot, that is the opposite of the output of the first plot dot

In other words, we can get the third plot dot by a diagonal flip on the first
plot dot.

EXAMPLE 6.15. If we do a horizontal flip on the plot dot (+2, —48) we
get a second plot dot and if we follow by a vertical flip on the second plot dot,
we get a third plot dot and:

vertical flip
diagonal flip

AoOutouts e the input of the second plot dot will be —2
* o the output of the second plot dot will be —40
ofscreen  and then
T I . Screen o the input of the third plot dot will be —2

—40

; ? "R followed by a vertical flip.
—00 -2 0o +2
EXAMPLE 6.16. Given the function specified by the global input-ouput
rule

x24T KAT(z) = (+5) - 273

e the output of the third plot dot will be +40

In other words, both the input and the output of
the third plot dot are opposite of the input and
output of the first plot dot and so to get the third
plot dot directly from the first plot dot we can
just use a diagonal flip instead of a horizontal flip
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a. For instance

KAT

+2 S KAT(+2) = +5 e +2 0420 +2
— +4O FA4() e ° Screen

and

—o BT gAT(-2) =
= —40

b. We see that we can get the plot dot

for input —2 by a diagonal flip of the plot dot

for input +2:

CHAPTER 6. REGULAR POWER FUNCTIONS

A Outputs
+00

+He—2e—-2e—2

40

Offscreen

Inputs
>

o0 2 0

symmetrical

THEOREM 6.5 Odd regular power functions are diagonally

Proof.

O

So a consequence of 7?7 on 7?7 is that once we have the plot dot for an
input, we can get the plot dot for the opposite input, that is for the input
with the same size and opposite sign with just one flip:

site input with:

THEOREM 6.6 Symmetry (For Regular Monomial Functions.)
Given the plot dot for an input, we get the plot dot for the oppo-

o A horizontal-lip if Exponent Parity = even,
e A diagonal-flip if Exponent Parity = odd.

While, as we saw in Section 1 - Height-Continuity (Page 165), getting
the output for a given number is not very useful, it does allow to prove the

very useful

THEOREM 6.7

The global graphs of all power functions go

through two of the corner plot dots of the quincunx.

Proof. There are four cases:

» For the power functions of type

:L'Lf(ac):—i—l 41
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we have
| @ - 1 ET
= +1 o il o i o B o B o B

» The other three cases are left to the reader

BEGIN WORK========BEGIN WORK========BEGIN WORK
While, as we saw in Section 1 - Height-Continuity (Page 165), getting
the output for a given number is not very useful, it does allow to prove the
very useful

THEOREM 6.8  The global graphs of all power functions go
through two of the following four plot dots: (-,—1, (.,—i—l,

(-a _]-7 (-7 +1a

Proof. There are four cases:
» For the power functions of type

- @) = 1

we have
| @ - 1 ET
= +1 o il o i o i o B o B

» The other three cases are left to the reader
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1. Plot dot. Let f be the reqular power function given by the global
input-output rule

z L f(z) = az™"
~— ——
input output-specifying code

where n is the number of copies used by f, and let g be the given input. To
plot the input-output pair for the given input zg, we use ??7 on 77 which, in
the case of regular power functions, becomes

PROCEDURE 6.4

1. To get the output at the given input using 7?7 on 77 to get the
input-output pair,
2. Locate the plot dot with 77 on 77.

DEMO 6.10 Let FLIP be the function given by the global input-

output rule
z P PLIP(z) = (+527.31)2 !

To plot the input-output pair for the input |—3:

1. We get the output of the function FLIP at [=3|. We found in

EXAMPLE 5.1 above that FLIP(—3) = —93411384.57
2. Thus, the input-output pair for i)
ffscreen
the plot dot of FFILIP at |—3 °
is ( -3 0 —93411 38457) and Screen
the plot dot is: (-3, 93411384157
-93411384.57
\’Plot
point for
FLIP (-3)
O Input
—00 -3 +o:

DEMO 6.11 Let FFLOP be the function given by the global input-

output rule

FLOP , FLOP(z) = (+3522.38)z

To plot the input-output pair for the input |—3:
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code

1. We get the output of the function FLOP at |—3 . We found in 7?7
on ?? that FLOP(-3) = +4.8317 + [..]

2. Thus, the input-output pair for LA
Offscreen
the graph point of FLOP at
=3 is (&8, +4.8317+[...] ) Sereon
and the plot dot is: (3 ASITELD
+4.8317 +[...] e
\—-E:g:\tfor
FLIP (-3)
=3 Inpute
—00 -3 +;

2. Thickening the plot dot. As mentioned in 7?7 on 7?7, instead
of using single inputs to get single plot dots, we will “thicken the plot” that
is we will use neighborhoods of given inputs to get graph places. But to use
neighborhoods with global input-output rules, we will first have to introduce
code to be able to declare by what to replace x. And, since this at the very
core of what we will be doing in the rest of this text, we want to proceed
with the utmost caution.

1. Since we are dealing here with reqular power functions we will only
be interested in inputs near oo and/or inputs near 0 and so here all we will
need is the sign-size.

In order to declare by what we want to replace x, we will use the following
code:

‘ Near ‘ Side Code ‘
Infinity Left o ---- —_— - o positive oo | [+large
Right o« --—=——----- 0 megative —oco | [=large
Zero Left 00 -nnnr ——fem 0 negative 0~ —small
Right Om— oo 0 positive 0% | [small

2. For the input-output pairs on one side, we will basically use 77 on
7?7 but declare that z is to be replaced using the above code for the given
input.

3. For the input-output pairs of both sides, we will use the
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as follows:

Instead of We can just write and the I-O pair
BE—-w@—+ B—~+ @&+
B — - B— - @)
B— + and® —— - | —— + (=, )
.—)—and.%-l— .—>:F (.,:F)

3. Graph box near oo and near 0.

Once we have the input-output pairs near oo and near 0, we get the
graph places as in 7?7 77 on ?7?7. Here again,

i. In the first four demos, DEMO 6.12 on page 290, DEMO 6.13 on page 291,
DEMO 6.14 on page 291, DEMO 6.15 on page 292, we will deal with only one
side or the other.

ii. In the next four demos, DEMO 6.16 on page 292, DEMO 6.17 on
page 293, DEMO 6.18 on page 294, DEMO 6.19 on page 294, we will deal
with both sides at the same time.

PROCEDURE 6.5

1. Get the input-output pairs using ?? ?? on ?? or 27 77 on 77.
2. Locate the graph place using 7?7 77 on ?77.

DEMO 6.12

1. We get that the input-output pairs for NADE near - are

(- —small ) (See DEMO 6.2 on page 268)
2. The graph place of NADE near

- then is:
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Outputs
400
Offscreen
Screen
—small
Graph Placg
near +oo
+large, —smal
Offscreen ( 8e )
—00
). InEJY:
Ly »
= tlarge 4o

DEMO 6.13 Let MADE be the function given by the global input-

output rule
g MAPE |\ \ADE(z) = (+27.61)2™

To locate the graph place of M ADE near -:

1. We get that the input-output pairs for MADE near - are

[SFsmall|, +small |(See DEMO 6.6 on page 273)
2. The graph place of M ADE near -

then is:
Outputs
+o0 Offscreen
Screen
+
0 small
Graph Place
near 0%
(+small, +small)
+
a
S
=9 N: Inputs
—0 0 +o0

DEMO 6.14 Let RADFE be the function given by the global input-

output rule

_RADE , RADE(z) = (+45.67)z ™4

To locate the graph place of RADFE near -:
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1. We get that the input-output pairs for RADE near - are

[- +small |(See DEMO 6.3 on page 269)
2. The graph place near - then is:

Outputs
400
Graph Place
near —co
[large, +small]
Screen
+smal |
Offscreen
—00 Inputs
\ »
v »
—oo —large +00

DEMO 6.15 Let WADE be the function given by the global input-

output rule
x —YAPE WADE(z) = (—28.34)z73

To locate the graph place of WADE near -:

1. We get that the input-output pairs for WADE near - are

[- —large |(See DEMO 6.15 on page 292)
2. The graph place near - then is:

A outputs
“+o00
Offscreen
Screen
Graph Place
A [— near 0%
[+small, —large]
—large
=3 Input
| .
Ll
—00 +small E

DEMO 6.16 Let PADFE be the function given by the global input-
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output rule

z —2APE | PADE(z) = (—65.18)2

To locate the graph place of PADE near [0
1. We get that the input-output pairs for PADE near [60 are

[-, —large |(See DEMO 6.5 on page 272)
2. The graph place of PADE near [60

then is:
Outputs
“+o0
Offscreen
Screen
Graph Place Graph Place
near -oo near +oo
[-large, —large] [+large, —large]
~
—large
—o0 .
\ B Inﬁut‘
oo —large 7 N tlarge +:°

DEMO 6.17 Let JADE be the function given by the global input-

output rule

z —APE  JADE(z) = (—65.71)2~°

To locate the graph place of JADE near .:

1. We get that the input-output pairs for JADE near . are

[-, Flarge ]| (See DEMO 6.8 on page 276)
2. The graph place of JADE near .
then is:
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A Outputs
+o0
+large
Graph Place Graph Place
near 0~ near 0%
[=small, +large] [+small, —large]
Scree
—large Offscreen
=9 Input:
—E
o —smalli-+small +o0
0

DEMO 6.18 Let DADE be the function given by the global input-

output rule

DADE , DADE(z) = (—83.91)z ™

To locate the graph place of DADE near [60':

1. We get that the input-output pairs for DADE near [88] are

[- Flarge | (See DEMO 6.4 on page 271)
2. The graph place of DADE near |88

then is:
A Outputs
+o0
Offscreen
+large
N
1 soreen [+large, —large]
Graph Place ’
near —co Graph Place
[~large, +large] LIt
—large
— ‘
L 7 Irfut.
—oo —large 7 \ +arge 4o

DEMO 6.19 Let FFADFE be the function given by the global input-

output rule

z —APE , FADE(z) = (—65.18)2

To locate the graph place of FADE near -
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shape
forced
1. We get that the input-output pairs for FADE near . are

[-, —small | (See DEMO 6.9 on page 277)
2. The graph place of FADE near .

then is:
Outputs

400 Offscreen

Screen

Graph Place Graph Place
near 0~ near 0

[=small, —small] [+small, —small]

—small

=<3 Input:

— —small0 +small W

4. Local Graph Near oo and Near 0. Regular power functions
are very nice in that the shapes of the local graphs near oo and near 0 are
forced by the graph place. In other words, once we know the graph place,
there is only one way we can draw the local graph because:

i. The smaller or the larger the input is, the smaller or the larger the
output will be,
ii. The local graph cannot escape from the place.

DEMO 6.20 Given a power function for which the place of a local

graph is [- +small ]|, we get the shape of the local graph as
follows

Outputs

i. The slope is forced by the fact that uE

the smaller the output will be. Sereen /1

53
ii. The concavity is forced by the fact " = vg. E
that the local graph cannot cross the The larger the input™ 5 §
0-output level line.
Offscreen
—o . anul‘s

— +large 4oo
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DEMO 6.21 Given a power function for which the place of a local
graph is [ —small , —large |, we get the shape of the local graph as

follows
Outputs A
i. The slope is forced by the fact that Offscreen
the smaller the input is,
S
the larger the output will be. =
ii. The concavity is forced by the fact i smaler
e input
that the local graph cannot cross the
O-input level line. [small, ~large] \ljf%
—large %g
Q
—00 59
Inputs
—00 —small 0 +oo

5. Local Features Near co and Near 0.
1. Given a regular power function being given by a global input-output
rule, to get the Height sign near oo or near 0, we need only compute the
sign of the outputs for nearby inputs with the global input-output rule.

DEMO 6.22 Let JOE be the function given by the global input-output

rule
z —2°E ., JOE(z) = (—65.18)2 16

To get the Height sign of JOE near 0"

We ignore the size and just look at the sign:
+ =27 JOE(+) = (-)(+)*

and
— O, JOE(-) = (-)(-)

So, Height sign JOE near 0 is (—, —)

2. Given a regular power function being given by a global input-output
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rule, to get the Slope sign or the Concavity sign near co or near 0, we need
the local graph near oo or near 0.

DEMO 6.23 Let JILL be the function given by the global input-output

rule

JILL JILL(+) = (+32.06)(ﬂ:)+6

To get the Slope sign of JILL near [0

We need the local graph of JILL near 0.
i. We get the output for JILL
near 0

JILL

+small ———— JILL(+small)
= (+mediumsize)(+small)
= (+mediumsize)(£)"" (small) ™

= (+mediumsize)(+) - (small)

“+even

= +small

iti. Slope sign JILL near 0 =

N |
. The local graph of JILL near 0 is
AOutputs
+00 !
! Offscreen
1
1
1
i
+smalk o oo Lio K L -
1
0 i
I Screen
i
i
1
—00 \i/
E Input:
B —small +small oo

DEMO 6.24 Let JIM be the function given by the global input-output

rule
o M JIM(z) = (—72.49)275

To get the Concavity sign of JIM near 00
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We need the local graph of JIM near co.
i. We get the output for JIM near

00

+large _JIM JIM (£large)

= (—mediumsize)(£large)°%

—mediumsize
(£large)...(Llarge)

odd number of copies

_ —mediumsize
+large

= —mediumsize - £small
= Fsmall

iii. Concavity sign JIM near co =

(N, U)

ii. The local graph of JIM near 0O is
AOutputs
o

Offscreen

+Sm(lllo J E.-r{ ....................

—small -
Screen
—00 v n
\ L InDutb
—0 J N +o0
—large +large

The GLOBAL ANALYSIS of regular monomial functions is very systematic
because the global input-output rule is very simple.

7 Reciprocity

1. Another way to look at 77 on 7?7 is to realize that, for a monomial
function,
e If Output Size = Input Size, this can only be because Exponent Sign =
+,
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o If Output Size = Reciprocal Input Size, this can only be because Expo-

nent Sign = —.

Which gives us the following which we will use to graph regular monomial

functions efficiently:

THEOREM 6.9 Reciprocity (For Regular Monomial Functions.)
o If large — large, then small — small (And vice versa.)

o If large — small, then small — large (And vice versa.)

EXAMPLE 6.17.
After we have found, for instance, We get from THEOREM 6.9
Outputs Outputs
+OOA - +OOA pu
V
20
=
+\ L
Screen Screen
+smallo ol
Offscreen Offscreen
P Inputs Inputs
—0 0 N +large —» Ogi
S

EXAMPLE 6.18.



300 CHAPTER 6. REGULAR POWER FUNCTIONS

After we have found, for instance, We get from THEOREM 6.9

AOutputs AOutputs
+00
Screen Screen
0 : 0
—smallll ]
a2 n) | 1 -
L Offscreen : Offscreen
) i
] i
3 %
I
—00 : —00
:Q} Inpu»ts , Inputs
—0 oF +o0 —o 0 N Harge+oo
3
S

2. The relationship between oo and 0 is not only important but also

fascinating.

a. Even though, as an input, 0 is usually not particularly important,
there is an intriguing “symmetry” between oo and 0 namely:

These These These These
numbers numbers numbers numbers
are are  are are
near — near 0~  near0" near +o
M—b Ruler
—0

More precisley, small numbers are some sort of inverted image of large num-
bers since the reciprocal of a large number is a small number and vice versa.

EXAMPLE 6.19. T he opposite of the reciprocal of —0.001 is +1000. In a

Magellan view, we have
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eighborhood of Infinity

Neighborhood &f 0

b. Here is yet another way to look at reciprocity. We start with the
graph of a monomial function and we “turn” it so as to see it while facing
oo and we then compare it with the graph near 0 of the reciprocal function.

EXAMPLE 6.20. L et the monomial function specified by the global input-
output rule

g — BN RAIN(z) = (+1)zH
9

the local graph near 0 of RAIN is: ¥

We enlarge the extent of the input ruler more and more while shrinking the scale
by the edges more and more and, as we do so, we bend the screen backward
more and more until the edges touch.

losi
enlarging bending closing touching
Q 9
<— - 9 o0 —> 0
— w_
< o —>
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We then glue shut the edges of the
screen at oo to get a cylinder.

rotating

Then we turn the cylinder half a
turn so that oo gets to be in front ¥
of us:

Now we cut open the cylinder along

the input level line for 0 Finally we widen

the cut and unbend the screen forward more and more until it becomes flat.
widen out unbend shrink

open /0}0’

e
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The local graph near oo that we got y It is the same as the local graph near
for RAIN is: 0 of the reciprocal function specified

by the global input-output rule

x —LENA TENA(z) = (+1)z~*
0

400 0 —00 ¥ 0" 0 O+
(Keep in mind that the left side of oo is the positive side of co and the right
side of oo is the negative side of co. So the graphs on the positive sides are
the same and the local graphs on the negative sides are also the same.)

EXAMPLE 6.21. G iven the monomial function specified by the global input-
output rule

MIKE  MIKE(z) = (+1)z 3
0

the local graph near O of MIKFE is: ¥

0
We enlarge the extent of the input ruler more and more while shrinking the scale
by the edges more and more and, as we do so, we bend the screen backward
more and more closing down the gap until the edges touch:

closing VN

= * ~— touching

bending P
enlarging Q ﬁ ‘ .
g =
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We then glue shut the edges of the

) ¥
screen at oo to get a cylinder.
rotating
Then we rotate the cylinder half a ’7
turn so that oo gets to be in front ¥ —"
of us:
Now we cut open the cylinder along y

the input level line for 0

Finally we widen the cut and unbend the screen forward more and more until
it becomes flat.

/v widen out unbend
—

open —
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The local graph near oo that we just y It is the same as the local graph near
got for MIKE is: 0 of the reciprocal function specified
by the global input-output rule

v AN L JANE(z) = (+1)2+3

o* Ho —o O ¥ - 0_‘0+ Hoo
(Keep in mind that the left side of oo is the positive side of co and the right
side of oo is the negative side of co. So the graphs on the positive sides are
the same and the local graphs on the negative sides also are the same.)

8 Global Graphing

We can of course get the global graph the way we will get the global graph of
all the other functions in this text, that is as described in 77, but, in the case
of regular monomial functions, we will be taking advantage of the following
TTHEOREMS which we must become completely familiar with—but which
we certainly must not memorize:

e The first part of 7?7 on 77 namely:

THEOREM 6.10 Output Sign for positive inputs. (For Reg-
ular Monomial Functions.)
Output Sign for positive inputs = Coeflicient Sign.

e« 770n 77

e THEOREM 6.9 on page 299

e THEOREM 6.6 on page 286
Then, after a little bit of practice, we will be able to get the global graph
very rapidly:

PROCEDURE 6.6 To graph a regular monomial function:

a. Locate the graph place for inputs near +oo as follows:
i. Determine if the graph place for inputs near +oo is above or
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below the 0-output level line.
(Use THEOREM 6.10 on 7?)
ii. Determine if the graph place for inputs near +oo is near the

0-output level line or near the co-output level line,
(Use 77 on 77?)

b. Locate the graph place for inputs near 0.
(Use THEOREM 6.9 on page 299 ).

c. Locate the graph places for inputs near —oo and inputs near
0.
(Use THEOREM 6.6 on page 286)

d. Draw the global graph through the graph places.

DEMO 6.25

1. We locate the _ for inputs _ ACuPuts

near +00:
Graph

i. Since Coefficient Sign = +, N places

KIR Screen
R

(Using THEOREM 6.10 on page 305.)
ii. Since Exponent Sign = —,

+large

+small

KIR
large ——— smuall Oftscreen
(Using 77 on 77.)

2. We locate the _ for inputs - L LUt

near O"‘_ —00 +émall +large

(Using THEOREM 6.9 on page 299.)

near —oo and near 0.
(Using THEOREM 6.6 on page 286.)

Screen

Offscreen

Inputs
»

0
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4. We draw Aoutputs
the global
graph through
the graph Soreen |
places. S
And, to the |
right is a
Magellan view
of the global
graph. i "puts

—00 6 +CX)V

Offscreen

DEMO 6.26

near +0o0:

i. Since Coefficient Sign = —,

KIM
e

Screen

307

J1puts—

(Using THEOREM 6.10 on page 305.)
ii. Since Exponent Sign = +,

KIM
large ——— large
(Using 77 on 77.)

2. We locate the _ for inputs

23.v}—

Offscreen

)

Inputs

near 0. —®
(Using THEOREM 6.9 on page 299.)

3. We locate the _ for inputs ., A%P

near —oo and near 0.
(Using THEOREM 6.6 on page 286.)

Screen

+small *

+large

Offscreen

J1puLs—

284p)—

L

Inputs
>

0
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4. We draw
the global
graph through
the graph
places.

And, to the
right is a
Magellan view
of the global

graph.

DEMO 6.27

H Output:
1. We locate the _ for inputs A

near +00:

i. Since Coefficient Sign = —,
KIN Screen
U

(Using THEOREM 6.10 on page 305.) ~small
ii. Since Exponent Sign = +,
KIN
large ——— large
(Using 77 on 77.)

CHAPTER 6. REGULAR POWER FUNCTIONS

A Outputs
+00
Offscreen
Screen

0

—0
Inpuis
»>

~large Offscreen

2. We locate the _ for inputs - Inputs

near 0.

—o0 +omall +large

(Using THEOREM 6.9 on page 299.)

3. We locate the _ for inputs A

near —oo and near 0. +large
(Using THEOREM 6.6 on page 286.) g

Offscreen

Screen

+small %

L’

Inputs
>
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4. We draw Outputsy

the global e \
graph through Offscreen
the graph creen
places. 0
And, to the
right is a L
Magellan view
of the global -
graph. Inputs
—» 0 +00

DEMO 6.28
1. We locate the _ for inputs P A
near +00: +large J

i. Since Coefficient Sign = +, N &

t =y +small . —

ii. Since Exponent Sign = —,

(Using THEOREM 6.10 on page 305.)

KIB
large ——— small G
(Using 77 on 77.)

2. We locate the _ for inputs . Inputs

near 0. —0 +émall +largh
(Using THEOREM 6.9 on page 299.)

B Outputs,
3. We locate the _ for inputs A

near —oo and near 0.
(Using THEOREM 6.6 on page 286.) + ,
0 '
Screen
Offscreen
—00
Inputs
\ »
>

—00 / 0 +o0
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4. We draw OUtT:ZA
the global

graph through

the graph

places. 0
And, to the

right is a

Magellan view Offscreen
of the global .

graph. Inputs
—00 0 +00

Screen

9 Types of Global Graphs

Each type of global input-output rule corresponds to a type of global graph.
The global graphs are shown both from “close-up” to see the bounded graph
and from “faraway” to see how the graphs flatten out.

Input-output rule From “close-up” From “faraway”
+0J\Outputs !
|
i
i
i
|
PEP -
r ——— PEP(z) = (+1)zteven 0 . L
creen I
Offscreen
—00
lnpuis
—0 0 +o00

Continued on next page
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Input-output rule From “close-up” From “faraway”
Output:
veih
Screen
0 +
PEN Offscreen
r —— PEN(z) = (—1)xteven
w
Inpuis
—0 0 +00
Output:
g
POP
r ——— POP(z) = (+1)gTodd 0 - +
Offscreen
o
Inpuis
—o 0 +o0
Output:
g
Screen

v LN PON(z) = (—1)a o 0 +

Offscreen

—o0
Inputs
>
—o 0 +o0
Outputs, n
A
NEP 0
— —even
v 225 NEP(z) = +a
Screen
Offscreen
—o0
Inputs
»
>
—0 +o0

Continued on next page
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Input-output rule

From “close-up”

From “faraway”

Outputs,
A
Screen
NEN _ 0
x —— NEN(z) = —x~ V"
Offscreen
e Inpuis
) +o0
Outputsn
+00
KIR _ 0 L
v 2 KIR(z) = +a—0dd s
creen
Offscreen
> Inpﬂs
0 +o0
Outputs,
A
Screen
NON _ 0
Offscreen
- Inpuis
—0 +o0




Chapter 7

No More Affine Functions

Binomial Functions, 313 e Graphs of Binomial Functions, 315 « Local
graphs, 317 e Local Feature-signs, 319 ¢ Affine Functions: Global
Analysis, 323 ¢ Smoothness, 323 ¢ The Essential Question,

324 o Slope-sign, 326 ¢ Extremum, 327 e Height-sign, 327 « Bounded
Graph, 328  0-Slope Location, 330  Locating Inputs Whose Output
= yg, 330 o Locating Inputs Whose Output > 5y Or < yp, 330 o Initial
Value Problem, 331 « Boundary Value Problem, 333 ¢ Piecewise affine
functions, 334 .

OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR
- OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR -
OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR - OK-
soFAR - OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR - OKso-
FAR - OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR
- OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR - OKsoFAR

1 Binomial Functions

2.
EXAMPLE 7.1. L et BASF be given by the global input-ouput rule
x 2A5E, BASE(z) = (—3)2t?
and let ADD-ON be given by the global input-ouput rule

g APPON, ADD-ON(z) = (+5)2°

313
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then the SUM function is given by the global input-ouput rule
z 20, SUM (z) = (—=3)z? @ (+5)2°
= (=3)z™2 +5

To see that SUM cannot be replaced by a single monomial function, we first
evaluate all three functions at some input, for instance +2:

42 BASE BASE(+2) = (—3)(+2)*2

=12

and

4o APPON L ADD-ON(4+2 = (+5)(+2)°

=45

then

z SIM QUM () = (—=3)(+2) T2 @ (+5)(+2)°

= -12®+5
=7

The question then is what monomial function could return the output —7 for
the input +2.
Of course, we can easily find a monomial function that would return the output

—T7 for the input +2. For instance, the dilation function x EN flz) = —%x

does return the output —7 for the input +2. Butf is not going to return the
same output as SUM for other inputs, say, +3, +4, etc which it should. So,
the binomial function
SUM 42
x —— SUM(z) = (-3)z"*+5
cannot be replaced by the single monomial function

z L f(z) = —;m

CAUTIONARY NOTE 7.1 e noted at the beginning of Chapter 5
that monomial functions were only rarely called monomial functions
and that this was unfortunate: indeed, it would be nicer to say that a
binomial function cannot be replaced by a single monomsal function.
(We cannot have two for the price of one.)
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2 Graphs of Binomial Functions
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1. When the exponent of the add-on function is the same as the
exponent of the base function, the bar graphs show exactly why the sum
function will have again the same exponent.

a. Given a constant base function, adding-on a constant function:

b. Given a dilation base function, adding-on a dilation function:

EXAMPLE 7.2.

AOutputs

S =
=
+4 |-

21

1

0
-2
4
-6

—8 |

Offscreen

Bl

/ngts

AOutputs

+8 -
+61--
+4 ]
+2}-

ol
21}

Offscreen

T

4

iy .
8|

Inws

A Outputs

+8 -
+6 |-

+4 -
+2-

4

8642072747678

Offscreen

1if|' 1

Ingts

. LTI

8642072141618

2. When the exponent of the add-on function is not the same as the
exponent of the base function, the bar graphs show clearly why the sum
function cannot be a monomial function.

a. Given a constant base function,

e Adding-on a dilation function:

EXAMPLE 7.3.
AOutputs

+8 f---
+6 [
+4 1
+2 [
OF---
)
—6 |-
8|

Offscreen

-8-6-4-20+2+4+6+8

Inﬁts

A\Outputs

+8 -
+6 -

+4]-

+2
0

2}
6}
—8 |-

Offscreen

S TP
NRERR RN

T8 642 012141618

Inﬁts

AOutputs

+8
+6
+4

42 fes

Offscreen

-8-6-4-20+2+4+6+8

e Adding-on an even positive exponent monomial function:

EXAMPLE 7.4.

lnﬁt:
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AOutputs AOutputs
Offscreen Offscreen
+8 ] +8]--
+6 |- +6 [
+4 |- +4f---
42| 42 [
I A S S I A i B
4} 4} HE] H
—6 |- 6}
3 —8 |-
Inputs i Inputs
> >

86-42012+4+6+8

8642072141618

AOutputs

=
=
+4 }---
+2 [

Offscreen

Inﬁt:

8642012144648

e Adding-on an odd positive exponent monomial function:

EXAMPLE 7.5.

AOutputs AOutputs
Offscreen Offscreen

+8 [+ +8 |-
+6 |- +6 [
+4 |- +41]----
121 +2 - l

OF - rr'vroyvir- 0*'-"‘*:[4'* TEI
2} 2} H I
4| 4} i
o LR R —61-
J 3 —8 |-

/nﬁts

86420274768

H Inﬁts

—é —6 —4 —2 0+2+4 +6+8

b. Given a dilation base function,

¢ Adding-on an even monomial function:

EXAMPLE 7.6.
AOutputs

48
+6 |-
+4

Offscreen

Inﬁts

8642012147648

A\Outouts

+8 |-
+6}-
+4 [
+2

Offscreen

PRI i

: Inﬁts

8 64 201244648

o Adding-on an odd monomial function:

EXAMPLE 7.7.

AOutputs

+8 [
+6 |-
+4 |-
+2

g

g

Offscreen

864201214768

AOutputs

+8 |-
+6 [
+4 |
+2

(1) R —
-2
4
—6 |-
8-

Offscreen

lngts

864 2012+47678
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AOutputs

+8 [
+6 |-
+4 1
+2
0
-2
4
-6
8|

Offscreen

3 Local graphs

AOutputs

+8 [
+61--
+4]-
+21-

2}
6}
8|

l

Offscreen
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A Outputs

+8 -
+6 |-
+4]--
21

el

4

6}
8|

Offscreen

T 1[JI|IL
I | [

lngt:

8642072747678

Just as we get a plot point at a bounded input from the output at that input,
we get the local graph near any input, be it bounded or infinity, from the jet

near that input.

PROCEDURE 7.1

1. Get the jet near oo using PROCEDURE 5.8 To evaluate near oo the

function given by x _AFFINE , AFFINE(x) = ax + b on page 247

(x) = [a] x + [b]
2. Get the local graph near oo of each term:

a. Get the graph of the linear term near co by graphing near oo the
monomial function [Z=Fa&’ using 7?7 77 on 77.

b. Get the graph of the constant term near oo by graphing near co
the monomial function (@ = b using ?? 7?7 on ?77.
3. Get the local graph near oo of AFFIN E by adding-on the constant
term to the linear term using ?7.

z near oo —ALFINE | A ppINE

DEmoO 7.1

1. We get the jet near co: (See DEMO 5.8 on page 248)
NINA

x nearoo ———— NINA

2. Get the local graph near co of each term:

(z) = [ - 82.47]95 + [ — 61.03]
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a. We get the graph of the b. We get the graph of the
linear term by graphing near co constant term near oo by
the monomial function graphing near oo the monomial
x — [— 82.47]:)5 (See ?? on ??)  function z — [— 61.03] (See 77
AOutputs on 7?)
+00

Linear term near oo
AOutputs
+00

Screen Of == qr=r=r=rmemimmem -
\ -61.03 —L

Screen

Constant term near oo

Offscreen

—00

Inpu l’%
+00 Offscreen
—00

Input.
=y
3. We get the local graph near co of NIN A by adding-on to the graph

of the linear term the graph of the constant term. (See 7?7 on ?77)

AOutputs
© Linear term nearco offscreen

Constant term near oo
0 ....................... jé .-
-61.03 —L
Screen

Local graph \
near oo \/

—00

+

8
$

PROCEDURE 7.2

i. Get the jet near zg of AFFINFE using PROCEDURE 5.9 To evaluate

near xo the function given by x _AFFINE , AFFINE(z) =ax+b

on page 251
ii. Get the graph of the constant term in the jet near xzg namely of
[ axg+b ]
iii. Add-on the graph of the linear term in the jet near zg namely of

[@]n
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DEMO 7.2
i. We get the jet near —3 of ALDA by evaluating ALDA near —3:

(See DEMO 5.9 on page 252)

—3 4+ h 224, ALDA(-3 + h) — | EEE69108]] « [ =827 ]

output jet near —3

ii. We get the graph of the iti. We get the graph of the linear
constant term near —3: (See ?? ~ term near —3 is: (See ?? on 77)
on ??) AOutputs
+00 !
1
Aoutouts !
+oo|  Constant term ! !
near—3 : :
‘1 : OF-=-=-=-=-2 :-.-E .............
+169.08 ; a
1) - - _.-é ............. A : : Screen
; Linear terl ;
i near—3 1 Offscreen
i creen —0 i I .
H H npu
: Offscreen —00 -3 0 +OO$
—00 |
M Input.
—00 -3 0 +ooi

iv. We add-on the graph of the linear term near —3 to the graph of the
linear term near —3. (See ?? on 77)

AOutputs
+o0|  Constant term !

Local graph

1
1
1
° near—3

169.08

Screen

Offscreen

Input:
+OO$

—00

SR . - - =

4 Local Feature-signs

As we saw in 7?7 77, a feature-sign near a given input, be it near oo or near
xg, can be read from the local graph and so all we need to do is:

i. Get the output jet from the global input-output rule. (See PROCE-
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DURE 5.8 on page 247 when the given input is oo or PROCEDURE 5.9 on
page 251 when the given input is zg.)

ii. Get the local graph from the output jet. (See PROCEDURE 7.1 on
page 317 when the given input is co or PROCEDURE 7.1 on page 317 when
the given input is zg.)

iii. Get the feature-sign from the local graph(See 77
However, with a little bit of reflection, it is faster and much more useful to
read the feature-signs directly from the jet in the local input-output rule.
But since, in order for the terms in the jet to be in descending order of sizes,
e In the case of infinity, the exponents of & have to be in descending order.
o In the case of a bounded input, the exponents of h have to be in ascending

order.
we will deal with oo and with zy separately.

1. Nearinfinity things are quite straightforward:

PROCEDURE 7.3

i. Get the local input-output rule near oo:

x near oo —LFINE AFFINE(z) =azx+b

= la]=o 1]
—_——
output jet near oo
ii. Then, in the jet near co:
e Get both the Height-sign and the Slope-sign from the linear term
[a]:c because the next term [b] is too small to matter.
e Since both the linear term and the constant term have no concavity,
AFFINE has no Concavity-sign near oo.

DEMO 7.3 Get the Height-sign near co of the function given by

o —LHE L JULIE(z) = —22 46

i. We get the local input-output rule near oc:

x near oo —LZHE JULIE(z) = -2z +6
—[-2)e@[+6]

output jet near co

ii. We get Height-sign from the linear term [—2]3: because the constant

term [ + 6] is too small to matter.
Since the linear coefficient —2 is negative, we get that Height-sign
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JULIE near oo = (—,+). (Seen from cc.)

DEMO 7.4 Get the Slope-signs near co of the function given by

o —LEER  pETER(z) = 437 — 8

i. We get the local input-output rule near oo:
PETER
x near oo —————— PETER(z) = +3z — 8
=[+3)za[-8]

output jet near oo

ii. We get Slope-sign from the linear term [+3]x because the constant

term [—8] is too small to matter (Not to mention that a constant term
has no slope.)

Since the linear coefficient +3 is positive, we get that Slope-sign
PETER near co = (,/, /). (Seen from o0.)

2. In the case of a bounded input, things are a bit more complicated
because the bounded input may turn out to be ordinary or critical for the
height. But it will always be ordinary for the slope.

PROCEDURE 7.4
i. Get the local input-output rule near zg:
2o+ h —2EINE  AFFINE(zo + h) = a(zo + h) + b
=axg+ah+b
=axg+ b+ ah
= [axo + b] @ [a]h

output jet near zo

ii. Then, in the jet near xg:

o If xg is ordinary, that is if [axo 4 b] = 0, get the Height-sign from
the sign of the constant term [aa:o F b] because the next term [a]h
is too small to matter. In other words, Height-sign AFFINE near
xo = Height-sign of the monomial function h — axg + b near 0.
But if g is critical, that is if [a:vo + b] = 0, the next term, namely
the linear term [a]h, now does matter even though it is small. In
other words, now Height-sign AFFINFE near xqg = Height-sign of
the monomial function h — ah near 0.
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e Since the constant term has no slope, get the Slope-sign from the
next smaller term in the jet, namely the linear term. In other words,
Slope-sign AFFINFE near x¢g = Slope-sign of the monomial func-
tion b — ah near 0.

e Since both the constant term and the linear term have no concavity,
AFFINE has no Concavity-sign near x.

DEMO 7.5 Get the feature-signs near +2 of the function given by
JULIE | JULIE(z) = —2z — 6

i. We get the local input-output rule near +2:

2+ h —2E L JULIE(+2+ h) = —2(+2+ h) — 6
= —2(+2) —2h—6
= —4—2h—6
= —4—6-2h

=[-10]e[-2]n

output jet near 42

ii. Then, from the jet:

o We get the Height-sign of JULIE from the constant term [—10]
and since the Height-sign of the monomial function h — —10 near
0is (—, —), we get that Height-sign JULIFE near +2 = (—, —).

e Since the constant term [—10] has no slope we get Slope-sign from
the next term, namely the linear term [—Q]h, and since the Slope-
sign of the monomial function h — —2h near 0 is (\,\), we get
that Slope-sign JULIE near +2 = (\,\).

 Since the constant term [—10] and the linear term [—2h] both have
no concavity, JULIFE has no Concavity-sign near +2.

DEMO 7.6 Get the feature-signs near —2 of the function given by
PETER |, PETER(z) = +3x + 6

i. We get the local input-output rule near —2:
24+ h —LETER  PETER(-2+h) = +3(-2+h) + 6
= +3(—2) +3h+6

=—6+3h+6
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general local analysis

=—6+6+3h
= [o] @ [ +3]n
output jet near —2
ii. Then, from the jet:

o Since the constant term is 0, we get Height-sign of PETER from
the next term, namely the linear term [+3]h even though it is small.
Since the Height-sign of the monomial function A — +3h near 0 is
(—,+) we get that Height-sign PETER near —2 = (—, +).

« Since the constant term [0] has no slope we get Slope-sign from the
next term, namely the linear term [—1—3]h, and since the Slope-sign
of the monomial function h — +3h near 0 is (,/, /) we get that
Slope-sign PETER near —2 = (/, /)

e Since the constant term [0] and the linear term [+3h] both have
no concavity, PETER has no Concavity-sign near —2.

5 Affine Functions: Global Analysis

In contrast with local analysis which involves only inputs that are near a
given input, be it co or xg, global analysis involves, one way or the other, all
inputs. We will see that, while the local analysis of all algebraic functions
will turn out to remain essentially the same, the global analysis of each kind
of algebraic functions will turn out to be vastly different.

In fact, with most functions, we will be able to solve only some global
problems and mostly only approximately so. Affine functions, though, are
truly ezxceptional in that we will be able to solve all global problems ezactly.

Anyway, the first step in investigating the global behavior of a kind of
algebraic function will always be to do the general local analysis of that
kind of algebraic function, that is the local analysis of the generic algebraic
function of that kind near co and near a generic input zg.

6 Smoothness

Given the function given by the generic global input-output rule

g —AEEINE | APFINE(z) = az +b



generic local input-output
rule

first derivative
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the generic local input-output rule is:

2o+ h AN ARRINE(xo + h) = | [0RE0)) o ] »

jet near zg

1. The constant term in the jet near zy, namely [al'o + b], is just the
output at xy. (See PROCEDURE 5.7 on page 245). In other words:

THEOREM 7.1 The function which outputs at the given input the
constant coefficient in the jet of a given affine function near a given
bounded input is the given affine function itself.

EXAMPLE 7.8. Observe that in the local input-output rule in DEMO 5.9
on page 252 the constant coefficient in the jet near —3, namely |+169.08 , is
just the output at—3. (See DEMO 8.1 on page 342)

2. Since the linear term in the jet of an affine function near xg, namely
[a]h, is small, we have:

THEOREM 7.2 Approximate output near zy. For affine func-
tions, inputs near xg have outputs that are near the output at zq.

which, with the language we introduced in 77?7, we can rephrase as:

THEOREM 7.3 thm:10-2 Continuity All affine functions are con-
tinuous at all inputs.

(In fact, we will see that this will also be the case for all the functions which
we will be investigating in this text.)

3. The function which outputs the linear coefficient in the jet of a given
affine function near a given input is called the first derivative of the given
function.

7 The Essential Question

As always when we set out to investigate any kind of functions, the first
thing we must do is to find out if the offscreen graph of an affine function
consists of just the local graph near oo or if it also includes the local graph
near one or more oo-height inputs.

In other words, we need to ask the Essential Question:
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e Do all bounded inputs have bounded outputs
or

o Are there bounded inputs that are oo-height inputs, that is are there
inputs whose nearby inputs have unbounded outputs?

Now, given a bounded input x, we have that:
e since a is bounded, ax is also bounded
e b is bounded

and so, altogether, we have that ax + b is bounded and that the answer to
the Essential Question is:

THEOREM 7.4 Approximate output near co. Under an affine
function, all bounded inputs return bounded outputs.

and therefore

THEOREM 7.5 Offscreen Graph . The offscreen graph of an affine
function consists of just the local graph near co.

EXISTENCE THEOREMS

The notable inputs are those

o whose existence is forced by the offscreen graph which, by the Bounded
Height Theorem for affine functions, consists of only the local graph
near oo.

e whose number is limited by the interplay among the three features
Since polynomial functions have no bounded oo-height input, the only

way a feature can change sign is near an input where the feature is 0. Thus,

with affine functions, the feature-change inputs will also be 0-feature inputs.
None of the theorems, though, will indicate where the notable inputs

are. The Location Theorems will be dealt with in the last part of the

chapter.

EXAMPLE 7.9. When somebody has been shot dead, we can say that
there is a murderer somewhere but locating the murderer is another story.
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8 Slope-sign

Given the affine function AFFINE,;, that is the function given by the

global input-output rule

g —ALEINE AFFINE(z) = ax + b

recall that when x is near co the Slope-sign Near co Theorem says that:
e When ais + , Slope-Sign|, ,car o = (5.
e When ais — , Slope-Sign|, ;o oo = (N \)

1. Since the slope does not changes sign as x goes through oo from the
left side of oo to the right side of oo, the slope need not change sign as x
goes across the screen from the left side of co to the right side of oo so there
does not have to be a bounded Slope-sign change input:

EXAMPLE 7.10. Given an affine function whose offscreen graph is

Output Rulef
+o0 /
oon

o o e ¥
Mercator view ¥ Magellan view
we don't need a bounded slope-sign change input to join smoothly the local
graphs near oo:

Output Rulef
+o0

4
Mercator view ¥

Magellan view

2. In fact, not only does there not have to be a bounded slope-sign
change input, there cannot be a bounded slope-sign change input since the
local linear coefficient is equal to the global linear coefficient a and the slope
must therefore be the same everywhere:

THEOREM 7.6 Slope-Sign Change Non-Existence. An affine
function has no bounded Slope-Sign Change input.
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3. Another consequence of the fact that the local slope does not depend global slope
on xg, and is thus the same everywhere, is that it is a feature of the function
AFFINE, itself and so that the function AFFINE, ; has a global slope
given by the global linear coefficient a.

4. Moreover, the slope cannot be equal to 0 somewhere because the slope
is equal to a everywhere. So, we also have:

THEOREM 7.7 0-Slope Input Non-Existence . An affine function
has no bounded 0-slope input.

9 Extremum

From the optimization viewpoint, an affine function has no extremum input,
that is no bounded input whose output would be larger (or smaller) than
the output of nearby inputs.

THEOREM 7.8 Extremum Non-existence. An affine function
has no bounded local extremum input.

10 Height-sign

Given the affine function AFFINE,;, that is the function given by the
global input-output rule

o —AFEINE  AFFINE(z) = az + b

recall that when z is near co the Height-sign Near oo Theorem says
that:

e When ais + , Height-Sign|, oo oo = (5 —)

o When a is — , Height-Sign|, .. oo = (— +)

1. Since the height changes sign as x goes from the left side to the right side
of 0o across oo, the height must also change sign as x goes from the left
side to the right side of co across the screen so there has to be at least one
bounded Height-sign change input:

EXAMPLE 7.11. Given the affine function whose offscreen graph is
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Output Rulep
+oo
Offscreen Space
n

= gl T VA
Mercator view ¥ Magellan view
there has to be a bounded height-sign change input:

Output Rulep
+o0
Offscreen Space
n
. /
Input

. oy Ruler ¥
Mercator view ¥

Magellan view

2. On the other hand, an affine function can have at most one 0-height
input because, if it had more, it would have to have 0-slope inputs in-between
the 0-height inputs which an affine function cannot have. So, we have:

THEOREM 7.9 (0-Height Existence. An affine function has
exactly one bounded 0-height input and it is a 0-height input:

THeight-sign change = L0-height

11 Bounded Graph

There are two ways to look at the shape of the bounded graph.

1. As a consequence of the Bounded Height Theorem for affine func-

tions, the offscreen graph consists only of the local graph near co and we can
obtain the forced bounded graph by extrapolating smoothly the local graph
near oo.
There remains however a question namely whether the extrapolated bounded
graph is straight that is has no concavity. However, affine functions have
no concavity and that settles the mater: the local graph near —oo and the
local graph near +o0o must be lined up and can therefore be joined smoothly
with a straight line.
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2. In the case of affine functions, it happens that we can also obtain the
bounded graph by interpolating local graphs near bounded inputs:
We start from the local graphs near a number of bounded points as follows:

Output’

|
Ruler ;Offscreen Space

We construct local graphs near, say, b
three different bounded inputs, x1, xo, Sphce
x3. They would look something like this: P

! j ! Input
X1 X2 X3 Ruler

X . . ggfgfur 3 Offscreen Space
However, this is not possible because ‘
that would mean that inputs such as x4 iSpace
would have two outputs: S S
— 3
,,,,,,,,,,,,,,,,,,,,, ,,:,4,,,,,,,,,,,,,
Input
x‘4 Ruler
As a result, the local graphs near Outpuf Offscreen Space
uler

bounded inputs must all line up and so
the bounded graph must be a straight

line: /

Space

Input
Ruler

Of course, the bounded graph must line up with the local graph near oo as,
otherwise, there would have to be a jump in the transition zone.

LOCATION THEOREMS

Previously, we only established the existence of certain notable features of
affine functions and this investigation was based on graphic considerations.
Here we will investigate the location of the inputs where these notable fea-
tures occur and this investigation will be based on input-output rule consid-
erations.
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12 0-Slope Location

We saw earlier that affine functions cannot have a 0-slope input. On the
other hand, since the slope is the same everywhere, it is a global feature of
the function itself and we have:

THEOREM 7.10 Global Slope-sign. Given the affine function
AFFINE,;,

e When a is positive, Slope-sign AFFINE = /.

e When a is negative, Slope-sign AFFINE =\

13 Locating Inputs Whose Output = y

The simplest global problem is, given a number yg, to ask for the input
numbers for which the function returns the output yo.

PROCEDURE 7.5 Solve the equation az + b =y (See 7?7 on 77.)

14 Locating Inputs Whose Output > y, Or < yq

Given the affine function AFFINE,;, we are now ready to deal with the
global problem of finding all inputs whose output is smaller (or larger) than
some given number 1.

EXAMPLE 7.12. G iven the inequation problem in which
 the data set consists of all numbers
e the inequation is
x = —13.72

we locate separately.

i. The boundary point of the solution subset of the inequation problem is
the solution of the associated equation:

x=—13.72

which, of course, is —13.72 and which we graph as follows since the boundary
point is a solution of the inequation.
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{\ Boundary point

® >
AN

—0 /\,?) +o0

2

ii. The interior of the solution subset, that is the solution subset of the
associated strict inequation

x> —13.72
i. The boundary point —13.72 separates the data set in two intervals, Sec-

tion A and Section B:
{\ Boundary point

>
—o0 \/J +00
. 7> .
Section A < Section B

ii. We then test each interval:

e We pick —1000 as test number for Section A because, almost without a
glance we know —1 000 is going to be in Section A and because it is easy
to check in the inequation: we find that —1 000 is a non-solution so that,
by Pasch Theorem, all numbers in Section A are non-solutions.

Non-solutions {\ Boundary point

® >
—0 \/d’ ~+00
. s .
Section A < Section B
e We pick 41000 as test number for Section B because, almost without a
glance we know +1 000 is going to be in Section B and because it is easy
to check in the inequation: we find that 41000 is a solution so that, by

Pasch Theorem, all numbers in Section A are solutions.

Non-solutions Solutions
—00 2, +o0
. "> )
Section A \f 2 i/ Section B

15 Initial Value Problem

An Initial Value Problem asks the question:
What is the input-output rule of a function F' given that:
e The function F' is affine
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e The slope of the function F' is to be a given number a
e The output returned by the function F' for a given input xg is to be a
given number yy.

EXAMPLE 7.13. Find the global input-output rule of the function K ATE
given that it is affine, that its slope is —3 and that the output for the input 42
is +5.
We use all three given pieces of information:
i. Since we are given that KATFE is an affine function, we give temporary
names for the dilation coefficient, say a, and for the constant term, say b, and
we write the global input-output rule of KATE in terms of these names:
KATE,
g ————" s KATE,(x) = azx +b
ii. By the Local Slope Theorem, the slope is equal to the dilation coefficient:
—-3=ua
which give the equation a = —3
iii. Since the output for the input +2 is +5, we write
KATEa,b(a:)|x::+2 =45
ar +bl,._ o =45
a(+2) +b=+5

which give the equation 2a + b= +5
iv. So we must solve the system of two equations for two unknowns a and b:

a= -3
AND
{2a—|—b=+5

This kind of system is very simple to solve since we need only replace a by —3
in the second equation to get the equation:

2(=3)+b=+5
which we solve using the REDUCTION METHOD:
—6+b=+45
~6+b+6=+5+6
b=+11
v. So, the global input-output rule for KATE is
KATE 3 111

x KATE_37+11($) =-3zr+11
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16 Boundary Value Problem

A Boundary Value Problem asks the question:
What is the input-output rule of a function F', given that:

e The function F' is affine

e The output returned by the function F for a given input x; is to be a
given number y;.

e The output returned by the function F' for a given input x2 is to be a
given number ypo.

In other words, we want to find an affine function F' such that:

F
— F =
BOTH o F (1'1) n

EXAMPLE 7.14. Find the global input-output rule of the function DAV E
given that it is affine, that the output for the input +2 is —1 and that the
output for the input —4 is —19.

We use all three pieces of information that we are given:

i. Since we are given that DAV E is an affine function, we give temporary
names for the dilation coefficient, say a, and for the constant term, say b, and
we write the global input-output rule of DAV E in terms of these names:

DAVE,
& ———" s DAVEa,b(z) = ax +b

ii. Since the output for the input +2 is —1 we write:

DAV E,4(x)],._,, = —1
ar +b,._ ,=—1
a(+2) +b=-1

which give the equation +2a +b = —1
ili. Since the output for the input —4 is —19 we write:
DAV Eq(z)| =-19
ax +bl,._ ., =—19
a(—4) +b=-19
which give the equation —4a + b = —19
iv. So we must solve the system of two equations for two unknowns a and b:
{wa+b:1
—4a+b=-19
This kind of system is a bit more complicated to solve but since b appears in
both equations, we replace one of the two equations, say the second one, by

r:=—4
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“the first one minus the second one”:

+2a+b=-1
[+2a + b] — [-4a + b] = [—1] — [-19]
This gives us:
+2a+b=-1
+2a+b+4a—-b=-1+19
that is
+2a+b= -1
+6a = +18
that is
+2a+b= -1
+6a  +18
+6  +6
that is
+2a+b= -1
a=-43

and now we replace in the first equation a by +3:
{+2a +b= _1|a:=+3

a=+3
that is
+2(+3)+b=-1
a=+3
that is

+6+b=—1
a=+3
and we reduce the first equation
+6+b—-6=-1—-6
a=43
which gives us, finally

b= -7
a=+3
v. So the global input-output rule of DAV E is
DAVE,3 7
x DAVE.3 7(x) =43z -7

17 Piecewise affine functions
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trinomial function

Chapter 8

Quadratic Functions

Trinomial Functions, 339 ¢ Output at xg, 341 « Output near oo,

343 o Output near xg, 345 o Local graphs, 348 e Local Feature-signs,
352 o Quadratic Functions: Global Analysis, 355 e The Essential
Question, 357 e Concavity-sign, 358 e Slope-sign, 359 « Extremum,
360 o Height-sign, 361 ¢ Bounded Graph, 363 e 0-Concavity Location,
365 o 0-Slope Location, 366 ¢ Extremum Location, 367 e 0-Height
Location, 368 .

1 Trinomial Functions

There is of course no reason why the base function could not itself be a
binomial function. In fact, this can very well be the case and the sum
function will then be called a trinomial function.

EXAMPLE 8.1. L et BASE be specified by the global input-ouput rule
x 2458, BASE(z) = (=3)2° @ (+7)a ™
and let ADD-ON be specified by the global input-ouput rule
ADDON . ADD-ON(z) = (+5)z ">
then the SUM function is specified by the global input-ouput rule
z 2P, SUM(z) = (—3)2° @ (+7)at! @ (+5)2+?
=-3 + 7z +5z™

339
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EXAMPLE 8.2. L et BASE be specified by the global input-ouput rule
z 2A5E, BASE(z) = (—3)zt & (+7)2°
and let ADD-ON be specified by the global input-ouput rule
g APDON . ADD-ON(z) = (+5)a 2

then the SUM function is specified by the global input-ouput rule

z 2 SUM(z) = (—=3)z™ & (+7)2° & (+5)z 2

=3z +7 +52?

Quadratic functions are specified by global input-output rules like the
generic global input-output rule:

QUADRATIC _, QOUADRATIC(z) = az*® @ bt @ ez

output-specifying code

which we usually write

= ar’+br+c
—_———

output-specifying code
where a, called the quadratic coefficient, b, called the linear coefficient,

and ¢, called the constant coefficient, are the bounded numbers that spec-
ify the function QUADRATIC.

EXAMPLE 8.3. The quadratic function RIN A specified by the quadratic
coefficient —23.04, the linear coefficient —17.39 and the constant coefficient
+5.84 is the function specified by the global input-output rule

RINA _, RINA(z) = -23.04 2° —17.392 +5.84
——

—— ——
quadratic coeff. linear coeff. constant coeff.

It is worth noting again that

CAUTIONARY NOTE 8.1 The terms in the global input output
rule need not be written in order of descending exponent. This is just
a habit we have.

EXAMPLE 8.4. The function specified by the global input-output rule

BIBL . BIBI(z) = +21.0322 — 31.39z + 5.34
could equally well be specified by the global input-output rule
x —>"—— BIBI(z) = +5.34 + 21.032* — 31.39x
or by the global input-output rule
BIBL . BIBI(x) = —31.39z + 5.34 + 21.032>
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We now introduce some standard terminology to help us describe very term .
precisely what we will be doing. The output-specifying code of the affine duadratic term

. . linear term
function specified by
constant term
AFFINE

QUADRATIC(z) = az’+bx+c affine_part
output-specifying code

consists of three terms:

o az? which is called the quadratic term.

e bx which is called the linear term.

¢ ¢ which is called the constant term,

and there is of course also

e bx + ¢ which is called the affine part

EXAMPLE 8.5. The output-specifying code of the function specified by
the global input-output rule
o —HNA L RINA(z) = -23.04 2° —31.39z +5.84
quadratic coeff. linear coeff. constant coeff.

consists of three terms:
= —23.0422 —31.392 +5.34
—_———— —— ——

quadratic term linear term constant term

LANGUAGE NOTE 8.1 Whether we look upon c as the constant
coefficient, that is as the coefficient of z° in the constant term ca®
or as the constant term ca? itself with the power z° “going without
saying” will be clear from the context.

2 Output at x

1. Remember from subsection 8.1 that xq is a generic given input, that
is that x¢ is a bounded input that has been given but whose identity remains
undisclosed for the time being.

2. We will use

PROCEDURE 8.1
i. Declare that x is to be replaced by xg
x QUADRATIC , AU ADRATIC ()

T<—T0

=ar’+br+c

T<—T0o T<—To
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which gives:

- QUADRATIC QUADRATIC (zg) = axo® 4 bxg+ ¢

| —
output-specifying code
ii. Execute the output-specifying code into an output number:

= axd + bxo +c
which gives the input-output pair

(xo, ax% + bxg + c)

DEmo 8.1
i. We declare that x is to be replaced by —3

x AVIA  AVIA(z)

-3

= +21.032% — 32.67x + 71.07

z——3

T——

which gives

—3 AL, AVIA(=3) = +21.03(=3)2 — 32.67(=3) + 71.07

output specifying code
ii. We execute the output-specifying code into an output number:

= +189.26 ®© +98.01 @ +71.07

output number at —3

= +358.34

——
output number at —3

which gives the input-output pair

(=3, +358.34)

—_———
output number at —3

3. However, as already discussed in ?? 77 and as has already been the
case with monomial functions and affine functions, instead of getting the
output number returned by a quadratic function at a given input, we will
usually want all the outputs returned by the quadratic function for inputs
near that given input. So, instead of getting the single input-output pair at
the given input, we will get the local input-output rule with which to get all
the input-output pairs near the given input.
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3 Output near oo output jet

As already discussed in subsection 8.2 Output near oo, in order to input
a neighborhood of oo, we will declare that “x is near oo” but write only z
after that. This, again, is extremely dangerous as it is easy to forget that
what we write may be TRUE only because z has been declared to be near
00.

1. output jet (https://en.wikipedia.org/wiki/Jet_(mathematics)
We will ezecute the output-specifying code, namely axz? + bx + ¢, into an
QUTPUT JET |, that is with the terms in descending order of sizes, which,
since here z is large, means that here the powers of x must be in descending
order of exponents. We will then have the local input-output rule near co:

ADRATI
T near oo QUADRATIC QUADRATIC(x) = Powers of x in descending order of exponents
output jet near oo
EXAMPLE 8.6. Given the function specified by the global input-output
rule
RIBA

r ——— RIBA(z) = —61.03 — 82.47z + 45.032>

To get the output jet near oo, we first need to get the order of sizes.

i. —61.03 is bounded

ii. —82.47 is bounded and x is large. So, since bounded - large = large,
—82.47 - x is large

ili. +45.03 is bounded and x is large. So, since bounded - large = large,
+45.03 - z is large too. But large - large is larger in size than large so
+45.03 - 22 is even larger than —82.47 -

So, in the output jet near oo, +45.0322 must come first, —82.47x comes second
and —61.03 comes third

Then, we can write the local input-output rule near oo:

2 near 00 — 284, RIBA(xz) = +45.0322 — 82.47z — 61.03

output jet near oo

2. So, we will use:

PROCEDURE 8.2
i. Declare that = is near oo :
z QUADRATIC , U ADRATIC(x)

T near oo

—ar’ +br+c

I near oo T near oo
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which gives:

x near oo —2ADRATIC QUADRATIC(z) = a2’ +bz+c

—_———
output-specifying code

ii. Execute the output-specifying code into an output jet:

=[a] «* & [8] = =[]

output jet near co

which gives the local input-output rule near co:

z near oo —2ADRATIC QUADRATIC(z) = [a] 2 @ [ b] z @ [ c]

output jet near oo
(The output jet in the local input-output rule near co looks the same
as the output-specifying code in the given global input-output rule but
that is only because here the output-specifying code happened to be
written in descending order of exponents.)

DEmO 8.2
i. We declare that x is near oo :
x _KINA , KINA(z)

X near oo

= —61.03 + 51.322% — 82.47x

X near oo T near oo

which gives:

z near co — 4 L KINA(z) = —61.03 +51.32 2 2 — 82.47 x

output-specifying code
ii. We execute the output-specifying code into an output jet:

= [#5132) 2* o [28247] » o [=6108]

which gives the local input-output rule near oo :

v near co A KINA(x) = [+51.32] o2 o [82:47] = o [F6103]

output jet near co
(The output jet in the local input-output rule near oo does not look the
same as the output-specifying code in the global input-output rule be-
cause here the output-specifying code happened not to be in descending
order of exponents.)

3. The reason we use jets here is that the term largest in size is the
first term so that to approximate the output we need only write the first
term in the jet and just replace the remaining terms by [...] which stands
for “something too small to matter here”. In other words,
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addition formula
THEOREM 8.1 Approximate output near oco. For quadratic

functions, what contributes most to the output near oo is the highest

degree term in the output jet near oo:

z near oo —2ZAPRATIC QUADRATIC (z) = [ a ]1‘2 +[..]

EXAMPLE 8.7. Given the function specified by the global input-output

rule
g —EINA L KINA(z) = —61.03 + 51.3222 — 8247

near oo we will often just use the approximation
KINA 9
x near co —— KINA(x) = [+51.32] < @ [..]

4 Output near xg

We now deal with the output of the neighborhood of some given bounded
input xg.

1. In order to input a neighborhood of a given input zg we will declare
that x <+ zg @ h that is that x is to be replaced by zg ® h. As a result, we
will have to compute (2o @ h)? for which we will have to use an addition
formula from ALGEBRA, namely 77 in appendix 1 on page page 519.

2. We can then ezecute the input-output specifying phrase into an output
jet that is with the terms in descending order of sizes which here, since h
is small, means that the powers of h will have to be in ascending order
of exponents. We will then have the local input-output rule near the given
input:

p QUADRATIC, QUADRATIC(xzo @ h) = Powers of h in ascending order of exponents

output jet near oco

To D

We will therefore use:

PROCEDURE 8.3
i. Declare that x is near xo: (So x is to be replaced by xo+ h .)

A b el QUADRATIC (x) ’ =az’ 4+ bz +c
z<—x0+h z<x0+h z<—xo+h
which gives:
wo + h SUAPRATIC, A1 ADRATIC (z0 + h) = a(ao + h)2 + b(zo + k) + ¢

output-specifying code
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output jet near o ii. Execute the output-specifying code into an output jet:

:a(x3+2:c0h+h2)+b(a:o+h)+c
= ar3 @ 2azp h D a h?
bxg ® bh

:[a$%+bﬂfo+C]@[2a$0+b]h@[a]h2

output jet near xg

which gives the local input-output rule near xq:
zo + h ZLAPRATIC, O ADRATIC(wo + h) = | aad + bao + ¢ | & [[2a20%0 ]  [a] »2

output jet near xg

Demo 8.3
i. We declare that z is near —3 : (So z is to be replaced by —3+h .)

_ARNA . ARNA(z) = —32.67z + 71.07 + 81.262>
x<—3+h

r——3+h

r+——3+h

which gives

—3+h 2BV L ARNA(=3 + h) = —32.67(—3 + h) + 71.07 + 81.26(—3 + h)?

output specifying code
ii. We execute the output-specifying code into an output jet:

= —32.67(~=3+ ) + 7107 + 81.26 ((~3)? + 2(~3)h + 1?)
= —32.67(—3) — 32.67h

+ 71.07

+ 81.26(—3)2 + 81.26(2)(—3)h + 81.26h>
= +98.01 @©|—32.67 h

© +71.07

© +731.34 @ |—487.56 h © | +81.26 h*

— [ +98.01 + 71.07 + 731.34 | & [ 28256748756 | = [[81:26 ] *
— [ +900.42 | & [=519:68 ] » o [[8126]] n2

output jet near —3
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which gives the local input-output rule near —3 :

—34+h —ARNA L ARNA(-3 + h) = [ +900.42 | & [=519563]] » o [F8T26]] 2

output jet near —3

3. When all we want is a feature-sign, though, the above procedure is
very inefficient and we will then use the following procedure based directly
on the fact that a quadratic function is the addition of:

e a _7 (See DEFINITION 6.2 on page 262)
+ « R << 7 o0 7

o a constant function . (See 77 on 77.)

that is:
QUADRATIC

_ 32
» QUADRATIC(z) = bz" & cx @ ch/

~~~ ~~
- - constant

We declare that x is near xg that is that x must be replaced by xg + h:
QUADRATIC iy ADRATIC(z) = b (x0 + h)? & ¢ (z0 + h) & N>
- - constant

The output of the local input-output rule near xy will have to be a jet:

zo+ b SAPEAIC, QU ADRATIC(o+0) = [ || Jne[ |n?
and we want to be able to get any one of the coefficients of the output jet
without having to compute any of the other coefficients. So, what we will do
is to get the contribution of each monomial function to the term we want.
This requires us to have the addition formula at our finger tips:

a.

More precisely,

i. If we want the coefficient of h® in the output jet:

e The _ contributes -
« The [linear function contributes cxo

o The constant function contributes |d
so we have:

UADRATIC
zg + h LLAPRATIC,

QUADRATIC(zo+ 1) = 0] + @ + @] & | |ne | |2

ii. If we want the coefficient of h' in the output jet:
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e The [linear function| contributes [
e The constant function contributes nothing
so we have:

zo+ h LA, QUADRATIC(o +h) = | | & (BB +m@]ne | |2
iii. If we want the coefficient of h? in the output jet:
e The [square function| contributes &

e The [linear function contributes nothing
e The constant function contributes nothing
so we have:

2o+ h SAPEATIC, QU ADRATIC(xo+h) = [ || |ne [@]n?

5 Local graphs

Just the way we get the plot point at a given bounded input from the output
number at that input, we get the local graph near any given input, be it
bounded or infinity, from the output jet near that input.

PROCEDURE 8.4
1. Get the local input-output rule near oo using PROCEDURE 8.2 on
page 343:

z near oo —2ADRATIC QUADRATIC(z) = [a] 2 @ [ b] z @ [ c]

output jet near co

2. Get the local graph near oo of each term:

a. For the quadratic term, graph near oo the monomial function
T — [a ] 22 (See PROCEDURE 6.6 on page 305.)

b. For the linear term, graph near co the monomial function z —
[b ]x (See ?? on ?77.)

c. For the constant term, graph near oo the monomial function x —
[c ](See ?7o0n 77. )
3. Get the local graph near co of QU ADRATIC by adding to the local
graph of the quadratic term the local graph of the linear term and the
local graph of the constant term.(See ?77?)

DEmo 8.4
1. We get the local input-output rule near co: (See DEMO 8.2 on
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page 344)
2 near oo — N4 KINA(x) [—1—5132]3: +[ 8247]:13—|—[ 6103]

output jet near co

2. We get the local graph near oo of each term:

a. For the graph of the b. For the graph of the linear
quadratic term, we graph the term, we graph the monomial
monomial function function x — [ —82.47 ];c near
r — [ +51.32 ]:1:2 near oo (See 0o (See 72 on ?7)

77 on ?? AOutputs
+00 -

AOutputs
+

Linear term near co
\Quadratc term mxa/ i
0 ............................ -

Screen \
Screen

Offscreen

—00
—o0 Offscreen = mDL”‘;
sy
c. For the graph of the
constant term, we graph the
monomial function
r— [ —61.03] near oo (See 77

—00

on 77?)
AOutputs
+00
Constant term near oo
OF = =i=mimimimmmma o
—6]1.03 |- —
Screen
) Offscreen
Input:
—00 +OO$

3. We get the local graph near co of KINA by adding to the local
graph of the quadratic term the local graph of the /inear term and the
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local graph of the constant term. (See ?? on 77)

AOutputs
+00

) . - /

—61.03 |
Screen
Local graph neas
Offscreen

—00

—00

PROCEDURE 8.5
1. Get the local input-output rule near xy using PROCEDURE 8.3 on
page 345:

zo + h TP, QUADRATIC (zo + h) = [ axd + bao + ¢ | @ [2aio8]]» o [fa]»?

output jet near o

2. Get the local graphs near 0 of each term:

a. For the constant term, graph near 0 the monomial function
x — [ azd + bxo + c ] (See 7?7 on ?77.)

b. For the linear term, graph near 0 the monomial function z —
[ 2ax0 + b ]x (See 7?7 on 7))

c. For the quadratic term, graph near 0 the monomial function
x — [a ]wQ. (See 7?7 on ?77.)
3. Get the local graph near oy of QUADRATIC by adding to the
local graph of the constant term the local graph of the linear term, the
local graph of the quadratic term.

DEmMO 8.5
1. We get the local input-output rule near —3. (See DEMO 8.3 on
page 346):

—34+h AN, ARNA(=3+ h) = [ +900.42 | & [=510:63 | & 81261 ] >

output jet near —3

2. We get the local graph near —3 of each term:
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a. For the constant term, we b. For the linear term, we
graph near 0 the monomial graph near 0 the monomial
function = — [ +900.428 ] (See  function z — [ —519.63 ]x (See
??7 on 77) ?? on 77)

AOutputs
AOutputs +oo :
+ool Constant term ! i
near—3 : H
+169.08§] ! i
! 0 b it - -.-i -------------
OF-=-=:=--- - -.-E ............. .
1 ! Screen
1 Soreen Linear ternji :
h near—3 1 Offscreen
1 H .
i Offscreen —0 : Inpu ti
- ! —o 3 0 +00

R Input:
—o0 -3 0 +c>oi

c. For the quadratic term, we
graph near 0 the monomial
function x — [ +81.26 ]:r2 :

(See 77 on 77?)

AOutputs
+00
OF === N oo -
1\ Screen
Quadratic
term near3 — Offscreen
—00 |
: Input:
—00 -3 0 +oo$

3. We get the local graph near —3 of ARN A by adding to the local
graph of the constant term the local graph of the linear term and the
local graph of the quadratic term. (See 7?7 on ?7)
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! Local grapt
[— near—3
i

10.428 [reveressinnn _\

AOutputs
+00

Offscreen

Input:
+OO$

6 Local Feature-signs

As we saw in 7?7 77 a feature-sign near a given input, be it near co or near
xg, can be read from the local graph and so we already know how to proceed:

i. Get the local input-output rule near the given input (See PROCE-
DURE 8.2 on page 343 when the given input is oo or PROCEDURE 8.3 on
page 345 when the given input is zg.)

ii. Get the local graph from the local input-output rule (See PROCE-
DURE 8.4 on page 348.)

iii. Get the feature-sign from the local graph. (See 7?7 ?7.)

However, things are in fact much simpler: Given an input, be it co or a
bounded input zg, to get a required feature-sign near that given input, we
look for the term in the output jet near that input that

i. Has the required feature.

and

ii. Is the largest-in-size of all those terms with the required feature.
So, as we will now see, we usually need to get only one term in the output
jet rather than the whole output jet.

1. Near infinity things are quite straightforward because, for a quadratic
function, the first term in the output jet near oo is both the largest-in-size
and a regular monomial so that it has all three features:

PROCEDURE 8.6

i. Get the approximate local input-output rule near oo:

o near oo —JUAPRATIC QUADRATIC(z) = [a]:v2 ) [b]x & [c]

output jet near oo
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= [a]as2 @ ...]
approximate output jet near co
ii. Then, in the approximate output jet near co:
o Get the Height-sign, the Slope-sign and the Concavity-sign all from
the quadratic term [a]a:2 because the next terms, [b]a: and [c] are
too small to matter. (Not to mention the fact that a linear term has
no concavity and a constant term has neither concavity nor slope.)

DEMO 8.6 et CELIA be the function specified by
z —EMA L OBLIA(z) = —22% + 63z — 155

Get Height-sign near oco.

i. We get the local input-output rule near oo:
x near co —<EHA CELIA(z) = —2z% 4 63z — 155
=[-2)e?e[+63]e@] - 155]

output jet near oo

ii. We get Height-sign from the quadratic term [ — 2]x2 because the
linear term [+ 63]3: and the constant term [ — 155] are too small to
matter.

ili. Since the quadratic coefficient [—2] is negative, we get that Height-
sign CELIA near co = (—,—). (Seen from c0.)

DEMO 8.7 et PETER be the function specified by the global input-

output rule
o —2IETER  DIETER(z) = +3.032% — 81.672 + 46.92

Get Slope-signs near co.

i. We get the local input-output rule near oo:
DIETER 2
x near co ————— DIETER(x) = 4+3.03z* — 81.67z + 46.92
= [+3.03]? o[ - 81.67]x @ [ + 46.92]

output jet near co

il. We get Slope-sign from the quadratic term [+ 3.03]3:2 because the
linear term [—81.67] is too small to matter and the constant term has
no slope.
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critical for the Height

ritical for the Slope Since the linear coefficient +3 is positive, we get that Slope-sign

DIETER near oo = (,/, /). (Seen from c0.)

2. Near a bounded input though, things are a bit more complicated:
i. The first term in the output jet is usually the largest-in-size so that it
gives the Height-sign. However, the first term usually has neither Slope nor
Concavity because the first term is usually a constant term.
ii. The second term in the output jet is usually too smalll-in-size to change
the Height-sign as given by the first term but it is usually the largest-in-
size term that can give the Slope-sign. However, the second term has no
Concavity because the second term is usually a linear term.
iii. The third term in the output jet is usually too smalll-in-size to change
the Height-sign given by the first term and the Slope-sign given by the second
term but it is usually the only term that can give the Concavity-sign.
So we can usually read each feature-sign directly from the appropriate term
in the output jet - keeping in mind that the exceptional monomial functions
do not have all the features.
However, near a bounded input, the given bounded input may turn out to
be critical for the local feature:
i. If the constant term in the output jet is 0, then the term which gives the
Height-sign can be either the linear term or even the quadratic term if the
linear term is 0. The bounded input is then said to be critical for the
Height.
ii. If the linear term in the output jet is 0, then the term which gives the
Slope-sign is the quadratic term. The bounded input is then said to be
critical for the Slope.
So, we usually need to compute only one coefficient in the output jet. But
if the given bounded input turns out to be critical for that feature, then we
need to compute the next coefficient: So we use

PROCEDURE 8.7
i. Get the local input-output rule near xg:

o + h —SUAPRATIO | 1 ADRATIC (o + h) = almo + h)? + b(zo + h) + ¢
=a(m%+2m0h+h2) +b(xg+h)+c
= [ax% + bxg + c] ® [2@3:0 + b]h S [a] h?

output jet near xg

ii. Then, in the output jet near zq:
o Get the Height-sign from the constant term [aaz% + bxo + c] (The
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linear term and the quadratic term are too small to matter.)
If the constant coefficient is 0, get the Height-sign from the linear
term [ano + b]h. (The quadratic term is too small to matter.)
If the linear coefficient is 0, get the Height-sign from the quadratic
term [a]n?.

e Since the constant term has no slope, get the Slope-sign from the
linear term [ano + b]h.
If the linear coefficient is 0, get the Slope-sign from the quadratic
term [a]h2

e Since both the constant term and the linear term have no concavity,
we get Concavity-sign from the quadratic term..

DEMO 8.8 et ARN A be the function specified by the global input-
output rule

_ARNA , ARNA(z) = —32.67z + 71.07 + 81.2622
Get the feature-signs near —3.

i. We get the local input-output rule near —3 as in DEMO 8.3 on

page 346:

34 h 2N ARNA(=2+ h) = —32.67(=3 + h) + 71.07 + 81.26(—3 + h)>
output specifying code

— [ +000:428 | « [ =5i0%8] ] = [Esige] »>

output jet near —3

ii. Then, from the jet:
e Since the constant term [+900.428] is positive, we get that
Height-sign ARN A near —3 = (+, +).
e Since the linear term [ —519.63 ]h is negative. we get that Slope-
sigh ARN A near —3 = (\,\)

e Since the quadratic term [—i—81.26]h2 is positive, we get that
Concavity-sign ARN A near —3 = (U, U)

7 Quadratic Functions: Global Analysis

The “style” of this chapter is going to be very different from the “style”
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of the other chapters because we want to take the occasion to give the
reader an idea of what happens when a research mathematician is facing
a “new problem”, that is a problem that no one else has solved before so
that s/he cannot just look somewhere or ask someone “how to do it”. So, in
this chapter, instead of showing how to determine the global behavior of a
quadratic function x AN q(x) = ax?® + bz + ¢, we will pretend that this is
a “research problem”.

The first thing we do is to think about the problem itself: What do we
mean by “global behavior”? Exactly what are we after? The idea is to see
what a precise statement of the problem might suggest.

One answer might be that “we want to know everything there is to know
about a quadratic function”. But that is still much too vague to give us any
hint as to what to do. Another answer might be “We want to see how the
global graph of 2 —— q(x) = az® + bx + c looks?” This is already much
better because it specifies the function we want to know about—even if the
coefficients a, b, ¢ remain to be specified later. But we really should say what
we mean by “global graph”, in particular what we want the global graph to
show as opposed to what we don’t expect the global graph to show.

On the other hand, we care about the global graph only inasmuch as it
makes information “graphic” and it is really the information itself that we
are after. So, what might this information be that we want? Exactly as
with power functions, we will want to know about 0-feature inputs, namely:
e 0-height inputs,

e (-slope inputs,

o (-concavity inputs

and about feature-sign change inputs, namely

o height-sign change inputs,

¢ slope-sign change inputs,

e concavity-sign change inputs.

There still remains a question about what we want to know about these
inputs. Do we want to know about:

e The existence or non-existence of these inputs,

or

e The location of these inputs—assuming they exist.
Let us say we want to know everything (But now, as opposed to before, we
know exactly what “everything” covers.).

So, now that we know exactly what we want, what do we do to get it?
First, though, let us review the equipment we have available:
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In the case of quadratic functions, we will still be able to solve some
global problems ezxactly but since everything begins to be computationally
more complicated, we will deal with only a few types of global problems.

8 The Essential Question

As usual, the first thing we do is to find out if the offscreen graph of a
quadratic function consists of just the local graph near oo or if it also includes
the local graph near one or more co-height inputs.
In other words, given the quadratic function QUADRATIC,y ., that is the
function specified by the global input-output rule

QUADRATIC QUADRATIC (z) = a®x + bx + ¢
we ask the Essential Question:

e Do all bounded inputs have bounded outputs
or

e Are there bounded inputs that have oo-height, that is are there inputs
whose nearby inputs have large outputs?

Now, given a bounded input x, we have that:

o since a is bounded, az? is also bounded

e since b is bounded, bx is also bounded

e ¢ is bounded

and so, altogether, we have that az? +bz +c is bounded and that the answer
o the Essential Question is:

THEOREM 8.2 Bounded Height Under a quadratic functions, all
bounded inputs have bounded outputs.

nd therefare that

THEOREM 8.3 Offscreen Graph The offscreen graph of a quadratic
function consists of just the local graph near oc.

EXISTENCE THEOREMS

The notable inputs are those
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o whose existence is forced by the offscreen graph which, by the Bounded
Height Theorem for quadratic functions, consists of only the local graph
near oo.

e whose number is limited by the interplay among the three features
Since polynomial functions have no bounded oo-height input, the only

way a feature can change sign is near an input where the feature is 0. Thus,

with quadratic functions, the feature-change inputs will also be 0-feature
inputs.

None of the theorems, though, will indicate where the notable inputs
are. The Location Theorems will be dealt with in the last part of the
chapter.

9 Concavity-sign

Given the quadratic function QUADRATIC, ., that is the function spec-
ified by the global input-output rule
QUADRATIC

s QUADRATIC (z) = a*x + bx + ¢

recall that when x is near co the Concavity-sign Near co Theorem for
quadratic functions says that:

e When a is + , Concavity-Sign|
o When a is — , Concavity-Sign|

= (Uv U)
= (ﬂ, ﬂ)

1. Since the concavity does not changes sign as x goes through oo from
the left side of co to the right side of oo, the concavity does not have to
change sign as x goes across the screen from the left side of oo to the right
side of oo so there does not have to be a bounded Concavity-sign change
input:

I near o0

I near oo

EXAMPLE 8.8. G iven a quadratic function whose offscreen graph is
Output Rule) Son S
N

Screen

Off screen space

Input
Ruler

—0 +o0
Mercator view Magellan view

there is no need for a bounded concavity-sign change input, Zconcavity-sign change

and therefore we can have
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Output Rulgp
+oo
(V] v

Off screen space

Input
tog Ruler

Mercator view Magellan view

2. In fact, not only does there not have to be a bounded concavity-sign
change input, there cannot be a bounded concavity-sign change input since
the local square coefficient is equal to the global square coefficient a and the
concavity must therefore be the same everywhere:

THEOREM 8.4 Concavity-sign Change Non-Existence A
quadratic function has no bounded Concavity-sign change input.

3. Another consequence of the fact that the local concavity does not
depend on x(, and is thus the same everywhere, is that it is a feature of the
function QUADRATIC, . itself and so that the function QUADRATIC, .
has a global concavity specified by the global square coefficient a.

4. Moreover, the concavity cannot be equal to 0 somewhere because the
concavity is equal to a everywhere. So, we also have:

THEOREM 8.5 0-Concavity Input Non-Existence A quadratic
function has no bounded 0-concavity input.

10 Slope-sign

Given the quadratic function QUADRATIC, ., that is the function spec-
ified by the global input-output rule

QUADRATIC QUADRATIC (z) = a*x + bx + ¢

recall that when x is near oo the Slope-sign Near oo Theorem for
quadratic functions says that:
e When ais + , Slope-Sign|, , o o = (/5 \)
e When ais — , Slope-Sign|, ,oar 0o = (\v /)

1. Since the slope changes sign as x goes from the left side of oo to the
right side of oo across oo , the slope has also to change sign as x goes from

global concavity
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the left side of oo to the right side of co across the screen. In other words,
there has to be a bounded slope-sign change input.

EXAMPLE 8.9. G iven a quadratic function whose offscreen graph is

tout

out Output
Ruler, \\ / / Ruler, \ /

N\

Screen Screen

Input I
‘Ruler ‘Ruler

Mercator view Magellan view
there has to be a bounded slope-sign change input to make up.

So we have

THEOREM 8.6 Slope-sign Change Existence A quadratic func-
tion must have at least one bounded Slope-sign change input.

2. On the other hand, a quadratic function can have at most one 0-slope
input because, if it had more, it would have to have 0-concavity inputs in-
between the O-slope inputs which a quadratic function cannot have. So we
have

THEOREM 8.7 0-Slope Existence A quadratic function has
exactly one slope-sign change input and it is a O0-slope input:

ZTSlope-sign change = L0-slope

11 Extremum

From the optimization viewpoint, a quadratic function has an extreme input,
that is an bounded input whose output is larger (or smaller) than the output
of nearby inputs

EXAMPLE 8.10. G iven a quadratic function whose offscreen graph is
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Screen

Input Ruler ¥

Mercator view ¥ Magellan view

and since quadratic function cannot have an oco-height input, we cannot have

Output Ruigy
+oo

Screen

- Input

o Xoo-height oy Ruler

Mercator view ¥ Magellan view
and therefore there has to be at least
one input, Tmax, whose output is maximum.
But since we ouut outnit

e we must have ™1
cannot have a
Concavity-sign Loy soen sowmn
change input %" i Maximum
A output D

Input Input
er uler

THEOREM 8.8 Extremum Existence A quadratic function has a
single extremum input

12 Height-sign

Given the quadratic function QUADRATIC, ., that is the function spec-
ified by the global input-output rule

QUADRATIC QUADRATIC(z) = a®z + bx + ¢
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recall that when x is near oo the Height-sign Near oo Theorem for
quadratic functions says that:

e When ais + , Height-Sign|, .., oo = (+,+)
e When a is — , Height-Sign|

T near oo (_’ _)

1. Since the height does not changes sign as x goes through oo from the
left side of co to the right side of oo, the height need not change sign as x
goes across the screen from the left side of co to the right side of co so there
does not have to be at least one bounded Height-sign change input:

EXAMPLE 8.11. G iven a quadratic function whose offscreen graph is

Output Ruley
00

+
Offscreen Space

Input
= e Y
Merfé)tgr view ¥ Magellan view
the bounded graph could be any one of
Output Output Output
Ruler) Ruley Rule
+o0 +o0 +00
Screen Screen Screen
Maximum Maximum
Maxi 0 = tput = + . N
aximum output = 0 - = outpu Y N
output = - — i 0 = X
/ N\ i \
Input Input Input
E Rule Xma X0-] X(-] Rule
e ‘max 7 puten o xo-’l?:fém 2o Fuer oo “0-height Xmax X0-height 7 _Aule

depending on where the maximum-output is in relation to the 0-output level
line.

2. On the other hand, a quadratic function can have two 0-height inputs
because there can be a 0-slope input in-between the two 0-height inputs.
However, a quadratic function cannot have more than two 0-height inputs
because a quadratic function has only one O-slope input.

EXAMPLE 8.12. G iven a quadratic function whose offscreen graph is

Output
Ruley

Screen
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the reason that we cannot have four outout
0-height inputs is that that would RuieA
require three 0-slope inputs in- y Sorean
between (as well as two concavity-
sign change inputs which quadratic + g
functions do not have.): - -V

~ /nput

N " Ruler
)&M X0-height

We thus have

THEOREM 8.9 0-Height Existence A quadratic function may have

zero, one, or two 0-Height Input(s):

If the extremum output

¢ has the same sign as the sign of the outputs near co, then there is
no 0-height input

e is 0, then there is one 0-height input

¢ has the sign opposite from the sign of the outputs near oo, then
there are two 0-height input

13 Bounded Graph

Here too, there are two ways to look at the shape of the bounded graph.

1. As a consequence of the Bounded Height Theorem for quadratic
functions, the offscreen graph consists only of the local graph near co and
we can obtain the forced bounded graph by extrapolating smoothly the local
graph near oo.

EXAMPLE 8.13. G iven the quadratic function LAON34.54,—40.38,—94.21
whose input-output rule is

LAON34.54,—40.38,—94.21

LAON+34_547_40.387_94.21 (x) = —|-34.5433+2 —40.38¢ — 94.21

find its forced bounded graph:

i. We normalize the global input-output rule

z —2A9N  LAON(z) = +272 — 40.38z — 94.21
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ii. We get the approximate local input-output rule near co
x—2A9N L LAON(z) = 422 +..]

ili. We get the local graph near co ¥ “™&7 \

—o0

Input
Gog Ruler

iv. We extrapolate smoothly ¥ \ /

Screen

—0

Input
Ruler

2. In the case of quadratic functions, it happens that we can also obtain
the bounded graph by extrapolating the local graph near a bounded input:

EXAMPLE 8.14. G iv%gtputrhe local graph near —4

Ruler

Screen

Input
Ruler

Output

4
On the left, since the concavity-sign outh:
cannot change, we can extrapolate ¥

only one way: \

Screen

Input
Ruler

4
On the right, though, there are several possibilities up front but only one fits
what we already know:
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Output

With this extrapolation, we don't v Futer
have a O-slope input : C
- Input
-4 Ruler
Output
With this extrapolation we do have y Fuler
a O-slope input but it is at oo \ o
minimum \
output
Input
4 Ruler
Output
But this extrapolation fits all that y Fer

we already know

\ Screem
minimum

output

Input
—4 X0-slope Ruler

LOCATION THEOREMS

Previously, we only established the existence of certain notable features of
quadratic functions and this investigation was based on graphic considera-
tions. Here we will investigate the location of the inputs where these notable
features occur and this investigation will be based on input-output rule con-
siderations.

14 0-Concavity Location
We saw earlier that quadratic functions cannot have a 0-concavity input.

On the other hand, since the concavity is the same everywhere, it is a global
feature of the function itself and we have:
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THEOREM 8.10 Global Concavity-sign Given the quadratic func-
tion QUADRATICyp .,

e When a is positive, Concavity-sign QUADRATIC = U.

e When a is negative, Concavity-sign QUADRATIC =N

This is just like affine function having a global slope.

15 0-Slope Location

Given a quadratic function, the global problem of locating an input where
the local slope is 0 is still fairly simple.

More precisely, given the quadratic function QUADRATICy ., that is
the function specified by the global input-output rule

QUADRATIC . O ADRATIC(z) = az® + bz + ¢
since the slope near xg is the local linear coefficient 2axg+ b, in order to find
the input(s) where the local slope is 0, we just need to solve the equation
2ax +b=10
which is an affine equation that we solve by reducing it to a basic equation:
2ax+b—-b =0-b

2ax = —b
2ar  —b
2a  2a
b
YT %

So, we have:

THEOREM 8.11 0-slope Location For any quadratic function

QUADRATIC,., ,
Lo—slope = %

In fact, we also have:

THEOREM 8.12 Global Slope-sign Given a quadratic function
QUADRATICqp.c,
e When a is positive,

Slope-sign QUADRATIC ’Everywhere < = NG\
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Slope-sign QUADRATIC| s =(\,.)
2a
Slope-sign QUADRATI C’|Everyvvhere L= =0/
2a

e When a is negative,
Slope-sign QUADRATIC|g o here <=2 = (/5./)
2a

Slope-sigh QUADRATIC| s =(0/,\)
2a
Slope-sign QUADRATIC |y unere> =2 = (\s\)
2a

~—

367

The case is easily made by testing the corresponding inequations near oo.

16 Extremum Location

From the Extremum Existence Theorem, we know that

Lextremum = L0-slope
and so we have that
—b
Textremum =
2a

We now want to compute the extremum output which is the output for

Z0-slope+
QUADRATIC(xo-slope) = a:c%_slope + bx_slope + €

:a<;ab)2+b<;5)+c
:a<((25))22> —l—b<2j>+c
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b N —2? N
 4da 4a ¢
32

" ha ¢

—b? 4a- c
da * 4a
—b? + dac

4a

It is standard to call the quantity b® — 4ac , that is the opposite of the
above numerator, the discriminant of the function QUADRATICy, . and
we will write Discriminantguyapraric
So we have that the extremum output

—DiscriminantguapraTic

QUADRATIC(:Uextremum) = QUADRATIC(l’O_lepe) =
Altogether then, we have

4qa

THEOREM 8.13 G iven a quadratic function QUADRATIC, .,
the extremum input is
—b
Zextremum — L0-slope — %
and the extremum output is

_b2 4 _Di .o "
QUADRATIC(Zextremum) = 42 ae _ ZSC?“WWZZ QUADRATIC

17 0-Height Location

Given a quadratic function, the global problem of locating a given local
height is the problem of locating the input(s), if any, whose output is equal
to the given height.

More precisely, given the quadratic function QUADRATICyy ., that is
the function specified by the global input-output rule

QUADRATIC QUADRATIC(z) = ax® + bz +c
and given the local height Hy, what we are looking for are the input(s), if
any, whose output is equal to Hyp, that is:
QUADRATIC . OUADRATIC(x) = Hy

In other words, we must solve the equation
ax? +bx+c = Hy
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This is called a quadratic equation. Since we are looking for the 0-height duadratic equation
inputs, we let Hy be 0 and we will want to solve the equation
ar’ +br+c =0
Solving a quadratic equation is quite a bit more complicated than solving
an affine equation because we cannot reduce a quadratic equation to a basic
equation the way we reduce an affine equation to a basic equation.

The reason is that affine equations have two terms and the = sign has
two sides so that we could separate the terms by having an z-term on the
left side of the = sign and a constant term on the right side of the = sign
which gave us a basic equation.

However, we cannot separate the terms in a quadratic equation because
the output QUADRATIC(x) has three terms while the = sign has only two
sides.

This, though, may have something to do with the fact that inputs are
counted from the 0 on the ruler which can be anywhere in relation to the
global graph of the function, rather than from an input which is meaningful
for the global graph of that function.

What we will do then is to try to use, instead of the inputs themselves,
the location of the inputs relative to an input that is meaningful for the
function at hand and the obvious thing is to try is Zo.siope and so we will try
to use:

U = T — T0-slope
T = Z0-slope T U
and therefore, instead of using the global input-output rule
g QUADRATIC QUADRATIC (z) = ax® + bx + ¢
we will use the global input-ouput rule

QUADRATIC
;p|x<_x0_slope u QUADRATIC(x) |, 0 atopets = ar? +bx +c ot
that is
QUADRATIC (5,
U = QUADRATIC(zq-s10pe + 1)

— [a] u? + [QCLﬂUo-slope + b] U+ [ax%_slope + bZo-slope + c]

By the way, note that we will continue to count the outputs from the 0
on the output ruler. (Some people don’t and prefer to count the outputs
from QUADRATIC(xo.slope)-) But since zo_siope = 5—5, this reduces to

QUADRATIC(,,
U “— QUADRATIC(z0.slope + 1)

= [a] u? + [0] u+ [am%—slope + be—slope =+ C]
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that is to only two terms
= [a] u? + [awg_slope + bxo-slope + C]

and the equation we want to solve, then, is

[a] u? + [Cmg-slopc + bx-slope + c] = Hy
that is

[a] ul = Hy — [aa:%_slope + bTo-slope + c]
that is
Hy — [a:vg_slope + bTo-slope + c]

a
in which everything on the right-hand side is known so that we have separated
the known from the unknown. Since we are trying to locate the 0-height
inputs, we let Hy = 0.

In that case, the equation reduces to

2
_ [a$0-slope + bx[)—slope + C]

U2:

a
—QUADRATIC(Zextremum)
a
and, using the Extremum Location Theorem,

—DiscriminantuapraTrc
_ 4a

N a
_ Discriminantguapraric
N 4a?
Altogether then, instead of the original equation
ar’ +br+c=0

we have the rather nice (nicer?) equation

2 Discriminantguapratic
402

Now, of course, whether or not we can solve depends on whether or not
the right hand side is positive and since the denominator is a square, and
therefore always positive, whether or not we can solve depends only on the
sign of Discouapraric (hence the name “discriminant”):

» If Discouapraric is negative, the equation has no solution,
» If Discouapraric is 0, the equation has one solution, namely 0,
» If Discouapraric is positive, the equation has two solutions, namely
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\/DiscQuapraTIiC de-locate

2a

v DiscQuapraric

2a

o U= —

o u=-+

This, of course, is hardly surprising inasmuch as the discriminant is inti-
mately tied with the extremum output and thus this theorem fits very well
with the 0-height Existence Theorem. It remains only to de-locate,
that is to return to the input x. For that, we need only use the fact that

U = T — T0-slope

to get
_ y/Discquapraric
® T — Z0-slope — — 2a
v/ DiscQuabpraric
® T — Zo-slope = T+ 2a
that is
- v/ DiscQuabpraric
® T = Z0-slope — 2a
v/ DiscQuabpraric
® T = To-slope T %24

and thus the celebrated “quadratic formula”:

_ Vb2—4
® T = T0-slope — %a =

_ Vvb2—4ac
® X = Toslope + 5,

which, by the way, shows that, when they exist, the two 0-height inputs are
symmetrical with respect to zo.gope Altogether, then, we have

THEOREM 8.14 0-height Location For any quadratic function
QUADRATICyp 4,
» If Discouapraric is negative, QUADRATIC has no 0-height in-

put,
» If Discouapraric is 0, QUADRATIC has one 0-height input,
namely g—f,
» If Discouapraric is positive, QUADRATIC has two solutions,
namely
e —b _ Vbo—dac
2a 22(1
O —é) + b2;4ac

Finally, here are a couple of examples.
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EXAMPLE 8.15. T o find the 0-height inputs of the quadratic function
specified by the global input-output rule

x —2 s Rick(z) = +422 — 242+ 7

we can proceed as follows:
i. Either we remember that zg_gpe = 5—; so that we get Tg_giope = 2(%% =
+3, or, if worse comes to worst, we look for the 0-slope input by localizing at
an undisclosed input zo and then setting the coefficient of u equal to 0 to get
Z0—slope-
ii. Then, we get the u-equation by setting & = xo_gope + u, that is, here, by
setting x = +3 + w:

Rick

. o 2
3+ u s Rick(2) e o3 = HA2? =20+ T

= +4[+3 4 u)* —24[+3 +u] + 7
= +4[+9+6u+u?| —24[+3+u] + 7
= +36 + 24u + 4u® — 72 — 24u + 7

= —29 + du?
iii. We now solve the u-equation
—29 +4u? =0
+4u? = 429
9 129
T 4
u® = +7.25

and so we have:
> Uo—output = TV +7.25 = 4+2.69 + []
and

> Uo—output = —V +7.25 = —2.69 + []
and therefore

> Z0—output = +3 +2.693 + [...] = +5.693 + [..]
and

> To_output = +3 — 2.693 + [...] = +0.307 + [..]

Alternatively, if we remember the 0-height Theorem, then we can
proceed by first computing the discriminant and

EXAMPLE 8.16. W e look at the same equation but assume that we re-
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member the 0-height Theorem
g Bk, Rick(z) = +4x% — 24z + 7
that is:
Discriminant Rick = (—24)? — 4(+4)(+7)
= 4576 — 112
= +464
And since the discriminant is positive, we have
v/Discriminant

To—output = L0—slope + 2

_ t

v +464

©2(+4)
+24

2(+4)
21.541 + [...]

R

+8

_ 45.541 +[..]

B +8

= +5.693 + [...]
and similarly

v/ Discriminant
Lo—output = L0—sl s —
outpu slope 2,

+24 v/ +464

2(+4)  2(+4)
+24  21.541 +[..]

+8 +8
2,460 + ...]
B +8
= 40.307 + [...]

Either way, the reader should check that, indeed,

+5.693 —FE L 04

and

+0.307 2 04[]

As a consequence of the 0-height Location Theorem, we have:

THEOREM 8.15 Global Height-sign For any quadratic function
QUADRATIC, ., Height-sign QUADRATIC = (Sign a, Sign a)
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everywhere except, when Discouapraric is positive, between
the two Zo.peignt inputs where Height-sign QUADRATIC =
(—=Sign a, —Sign a)

As a result, when looking for the inputs for which the output has a given
sign, we have two approaches:

i. We can solve the associate equation, one way or the other, and then
test each one of the sections determined by the 0-height input(s), if any.

EXAMPLE 8.17. T o solve the inequation —3z? + tx — 11 < 0, we can
begin by looking for its boundary inputs by solving the associated equation
—322 4tz — 11 = 0 and then test the resulting intervals.

ii. We can use the Global Height-sign Theorem.



Quadratic, function
cubic, coefficient
quadratic, coefficient
linear, coefficient
constant, coefficient

Chapter 9

Cubic Functions

Output at xq, 377 « Output near oo, 378 o Output near xo, 380 « Local
graphs, 384 e Local Feature-signs, 388 ¢ Cubic Functions: Global
Analysis, 392 ¢ Global Graph, 392 ¢ Concavity-sign, 393 e Slope-sign,
395 o Extremum, 396 e Height-sign, 397 ¢ 0-Concavity Location,

399 « 0-Slope Location, 400 e Extremum Location, 401 e 0-Height
Location, 403 .

Quadratic functions are specified by global input-output rules like the
generic global input-output rule:

g —CUBIC CUBIC(z) = az3 @bz ™2 @ ca™ @ da”°

output-specifying code
which we usually write

=ax® + b’ +cx+d
output-specifying code

where a, called the cubic coefficient, b, called the quadratic coefficient,
¢, called the linear coefficient, and d, called the constant coefficient,
are the bounded numbers that specify the function CUBIC.

EXAMPLE 9.1. The cubic function T'I N A specified by the cubic coefficient
+72.55, the quadratic coefficient —23.04, the linear coefficient —17.39 and the
constant coefficient +5.84 is the function specified by the global input-output

rule

o — TN PINA(z) = —7255 2% —23.04 22 —17.39 2 +5.84
—— —— —— ——

cubic coeff.  quadratic coeff. linear coeff. constant coeff.

It is worth noting again that

375
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CAUTIONARY NOTE 9.1 The terms in the global input output
rule need not be written in order of descending exponent. This is just
a habit we have.

EXAMPLE 9.2. The function specified by the global input-output rule
x—2PL L DIDI(x) = —12.062° + 21.032% — 31.392 + 5.34
could equally well be specified by the global input-output rule
v —2PL L DIDI(x) = +5.34 + 21.032% — 31.392 — 12.062°
or by the global input-output rule

x—2PL L DIDI(x) = —31.39x + 5.34 — 12.062° + 21.03°

We now introduce some standard terminology to help us describe very
precisely what we will be doing. The output-specifying code of the affine

function specified by

APFINE CUBIC(x) = ax® +bx® + cx +d

output-specifying code

consists of four terms:

e az? which is called the cubic term.

e bz? which is called the quadratic term.
e cx which is called the linear term.

e d which is called the constant term,

and there is of course also
e bx? + cx + d which is called the quadratic part

EXAMPLE 9.3. The output-specifying code of the function specified by
the global input-output rule
TINA _, TINA(z) = —71412° —23.0422 —31.392 +5.84
N—— N—— S~——

cubic coeff. quadratic coeff. linear coeff. constant coeff.

consists of four terms:
= —71.412% —23.042> —31.39z +5.34
——— N —

cubic term quadratic term linear term constant term

LANGUAGE NOTE 9.1 Whether we look upon d as the constant
coefficient, that is as the coefficient of 20 in the constant term da
or as the constant term daz® itself with the power z0 «
saying” will be clear from the context.

going without
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1 Output at xg

Remember from section 1 that zq is a generic given input, that is that xg is
a bounded input that has been given but whose identity remains undisclosed
for the time being.

PROCEDURE 9.1
i. Declare that x is to be replaced by x(

x M>C’UBIC’(:L‘)‘ —ard+ b2’ +cx+d
T<—x0

T4—x0 T—T0

which gives:

o _CUBIC , CUBIC(xg9) = azo® + bxg? + cxo+ d

output-specifying code
ii. Execute the output-specifying code into an output number:
= axd +bx3 + cxo + d
which gives the input-output pair
(wo, azd + bxd + cxo + d)

DEmo 9.1
i. We declare that x is to be replaced by —3

x _ARIA  ARIA(z) , = T17.520° +21.032° — 32.672 + 7107
T——

T——3

T——3

which gives

3
—3 AR ARTA(-3) = +17.52(=3)  + 21.03(—3)2 — 32.67(—3) + 71.07

output specifying code
ii. We execute the output-specifying code into an output number:

= —473.04 & +189.26 ¢ +98.01 & +71.07

=—114.7
which gives the input-output pair
(—3,—-114.7)

However, as already discussed in 77 77 and as has already been the case
with monomial functions, affine functions and quadratic functions, instead of
getting the output number returned by a quadratic function at a given input,
we will usually want all the outputs returned by the quadratic function for
inputs mear that given input. So, instead of getting the single input-output
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pair at the given input, we will get the local input-output rule with which
to get all the input-output pairs near the given input.

2 Output near oo

As already discussed in subsection 8.2 Output near oo and in section 3
Output near oo, in order to input a neighborhood of oo, we will declare
that “z is near co” but write only x after that. This, again, is extremely
dangerous as it is easy to forget that what we write may be TRUE only
because x has been declared to be near oo.

1. We will ezecute the output-specifying code, namely az>+bx? 4 cx +d,
into an output jet, that is with the terms in descending order of sizes, which,
since here z is large, means that here the powers of z must be in descending
order of exponents. We will then have the local input-output rule near oo:

BI
x near oo ——221¢ CUBIC(x) = Powers of  in descending order of exponents

output jet near oo

EXAMPLE 9.4. Given the function specified by the global input-output

rule

o — B4 PIBA(z) = —61.03 + 37.812% — 82.47x + 45.032>

To get the output jet near oo, we first need to get the order of sizes.

i. —61.03 is bounded

ii. —82.47 is bounded and =z is large. So, since bounded - large = large,
—82.47 -z is large

ili. +45.03 is bounded and =z is large. So, since bounded - large = large,
+45.03 - x is large too. But large - large is larger in size than large so
+45.03 - 22 is even larger than —82.47 -

iv. +37.81 is bounded and z is large. So, since bounded - large = large,
+37.81 - x is large too. But large - large - large is larger in size than
large - large so +37.81 - z3 is even larger than +45.03 - z°

So, in the output jet near oo, +37.812% must come first, +45.03z2 must come
second, —82.47x comes third and —61.03 comes fourth

Then, we get the local input-output rule near co:

2 near oo —PA TIBA(z) = +37.812% + 45.032% — 82.47z — 61.03

output jet near oo

2. Altogether, then:
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PROCEDURE 9.2
i. Declare that z is near oo
x _CUBIC , cUBIC(x)

T near oo

=ard + b2’ +ecx+d

T near oo I near oo

which gives:

x near co ——ZBIC CUBIC(x) = ax® + bx® + cx + d

output-specifying code
ii. Execute the output-specifying code into a jet near co

= [a] «* @ [a] »* e[0] = &[]

output jet near co

which gives the local input-output rule near co:
x nearooﬂCUBlC(x): [l] 3 @ [a] 2 EB[b] x EB[C]

output jet near co
(Here the jet near co looks the same as the given global input-output
rule but that is only because the output-specifying code happened to
be written in descending order of exponents.)

DEMO 9.2
i. We declare that z is near oo
x _DINA . DINA(z)

T near oo

= —61.03 + 37.8123 + 51.322% — 82.47x

T near oo T near oo

which gives:

z near oo — N4 DINA(z) = —61.03 +37.81 23 +51.32 2 2 — 8247 2

output-specifying code
ii. We execute the output-specifying code into a jet near co:

— [Esm8a] 2 o [+5132] «* o [89MT) = o [6103)

which gives the local input-output rule near co:

z near oo —— DINA(z) = [Sll8H] »* o [+51.32] »* o [E82H7] = o [F6103]

output jet near co
(Here the jet near oo does not look the same as the global input-
output rule because the output-specifying code happened not to be in
descending order of exponents.)

3. The reason we use jets here is that the term largest in size is the
first term so that to approximate the output we need only write the first
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term in the jet and just replace the remaining terms by [...] which stands
for “something too small to matter here”. In other words,

THEOREM 9.1 Approximate output near oco. For cubic func-
tions, the term in the jet that contributes most to the output near co

is the highest degree term in the output jet near oo:

x near co —221¢ CUBIC(z) = [.]:U3 +[...]

EXAMPLE 9.5. Given the function specified by the global input-output
rule

DINA , DINA(z) = —61.03 + 37.812° + 51.3222 — 82.47x

near oo we will often just use the approximation
z near oo — V4, KINA(z) = [-] 3 @]

3 Output near xg

We now deal with the output of the neighborhood of some given bounded
input xg.

1. In order to input a neighborhood of a given input xy we will declare
that x < zg @ h that is that x is to be replaced by zg @ h. As a result, we
will have to compute (zg @ h)? for which we will have to use an addition
formula from ALGEBRA, namely 7?7 in 77 on page ?77.

2. We can then execute the input-output specifying phrase into a jet
that is with the terms in descending order of sizes which here, since h is
small, means that the powers of h will have to be in ascending order of
exponents. We will then have the local input-output rule near the given
input:

ToDh M) CUBIC(xo @ h) = Powers of h in ascending order of exponents

output jet near co

We will therefore use:

PROCEDURE 9.3
i. Declare that x is to be replaced by zg + h
z _CUBIC | cUBIC(z)

z<—x0+h

=azrd + b’ +cx+d
z<—x0+h xr<—x0+h
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which gives: jet near x

zo + h LB, CUBIC(zo + h) = a(zo + h)? + b(zo + h)? + c(zo + h) + d

output-specifying code
ii. Execute the output-specifying code into a jet near xg:
= a (2} + 323h + 3uoh? + h*) + b (a§ + 2m0h + h2) + e (wo + h) + d
= ax} © | 3azg h © 86207 © W@
@ bxg @ [2bzglh © [B]h?
@ cxg DEh
o d
= [aw%+bx%+cxo+d] ® [3am%+2bxo+c]h® [3am0+b]h2@ [.]h3

output jet near xg

which gives the local input-output rule near xq:

2o+ h S2E CUBIC(2o + h)

:[ax8+bx%+cmo+d]EB[3aw%+2bxo+c]h€9[3a$0+b]h2@[.]h3

output jet near g

Demo 9.3
i. We declare that z is to be replaced by —3 + h

_ARBA . ARBA(z) y., = 3267z — 3L182% 4+ 7107 + 81.2627
T——3+

x<——3+h

z——3+h

which gives
—3+h —2EBA, ARBA(-3 + h) = —32.67(—3 + h) — 31.18(—3 + h)® + 71.07 + 81.26(=3 + h)>

output specifying code

il. We execute the output-specifying code into a jet near —3:
= —32.67(=3+ h) — 31.18 ((~3)° + 3(~3)%h + 3(=3)h? + h®) + 7107 + 81.26 ((~3)* + 2(~3)h + h?)
= —32.67(—3) — 32.67h
—31.18(—3)% — 31.18 - 3(—3)?h — 31.18 - 3(—3)h? — 31.18K3
+71.07
+ 81.26(—3)? + 81.26 - 2(—3)h + 81.26h>
= +498.01 @ —32.67h
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5 84156, o [ESHEG © 28062 o N

@ +71.07

G +731.34 & —487.56 h & +81.26 1’
= [ +98.01 +841.86 + 71.07 + 73134 ]
o[ -32:67 - 841.86 - 487.56 ]
o[ +280.62 + 81.26 ]
- [ ]
= [+ama2.08 ] o [Pas62000 ] « [ esonss] 2 o | ezl ) »*

output jet near —3
which gives the local input-output rule near —3:

—3+h AL, ARBA(-3+ h) = [ +1742.28 | & [ 21862109 . o [ 861881 1  [EEEE

output jet near —3

3. When all we want is a feature-sign, though, the above procedure is
very inefficient and we will then use the following procedure based directly
on the fact that a cubic function is the addition of:

e a _, (See DEFINITION 6.5 on page 264)
e a _, (See DEFINITION 6.2 on page 262)
e a _, (See 7?7 on ?77.)

o a constant function . (See 77 on 77.)

that is:
CUBIC . 3 2
x—)C’UBIC’(a:)—&a,:_,@ Q:f_/ ® oz & Q‘L

We declare that = is near xg that is that x must be replaced by xg + h:
:v—CUiO—%CUBIC(:c):a(xo+h)3@b(a:0+h)2@c(x0+h)EB \CL}

The output of the local input-output rule near xy will have to be a jet:
o +h B cUBIC@o+h) = [ e Jne[ ]ne] |#®

and we want to be able to get any one of the coefficients of the output jet
without having to compute any of the other coefficients. So, what we will do
is to get the contribution of each monomial function to the term we want.
This requires us to have the addition formulas at our finger tips:
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More precisely,

i. If we want the coefficient of Y in the output jet:

o The [CUDCHURGHON contributes -

e The contributes -

» The [constant function. contributes d

so we have:

ro+h PG, CUBIC(xo + 1) = ([l + BB + i@ + @) o [ |ne| |we] |0

ii. If we want the coefficient of h' in the output jet:

o The _ contributes -
o The contributes @
o The contributes nothing

so we have:

zo+h G cUBIC(wo + 1) = | | o [+ B +@]ne | |nPe[ |

iii. If we want the coefficient of h? in the output jet:

o The _ contributes -

o The contributes [&

e The contributes nothing
e The contributes nothing
so we have:

vo+h EBC cuBiC@o+hy = e[ |ne [[l+@ne| |0

iv. If we want the coefficient of h? in the output jet:

The contributes [@lj
he contributes nothing
o The _ contributes nothing
o The _ contributes nothing




384 CHAPTER 9. CUBIC FUNCTIONS

so we have:

0+ h G cuBIC(o+h) = Jo| |re[ ]n2o [m]r

4 Local graphs

Just as we get a plot point at a bounded input from the output at that input,
we get the local graph near any input, be it bounded or infinity, from the jet
near that input.

PROCEDURE 9.4
1. Get the output jet near co:

v near 0o —UBIC, CUBIC() = [a] +* © [] +* o [@] = « [H]

output jet near co

(See PROCEDURE 9.2 on page 379.)
2. Get the local graphs:

a. Of the cubic term by graphing near oo the monomial function
=5 [a ]x3 using 7?7 7?7 on 77.

b. Of the quadratic term by graphing near co the monomial function
=5 [a ]a:2 using 7?7 7?7 on 77.

c. Of the linear term by graphing near oo the monomial function
7w =5 b{]x using 7?7 ?? on ?77.

d. Of the constant term by graphing near co the monomial function
x — [.] using 77 7?7 on ?77.
3. Get the local graph near co of CUBIC using ?? by adding-on to
the local graph of the cubic term the local graph of the quadratic term,
the local graph of the the local graph of, and the local graph of the
constant term.

DEmO 9.4
1. We get the output jet near oco: (See DEMO 9.2 on page 379)

v near oo —"— DINA(z) = [HSll8H] «* o [+51.32] «* o [#8247] » o [6103]

output jet near oo
2. Get the local graph near co of each term:
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a. We get the graph of the
cubic term by graphing the
monomial function

xr — [-]x3 near oo (See

?? on 77?)

AOutputs
+00
Offscreen
OF-=-=:=+ == =
Screen
—o0 /t Cubic term neeo

e
c. We get the graph of the

linear term by graphing the

monomial function

r — [ —82.47 ]x near oo (See

7?7 on 77?)

AOutputs

+00 {aar term near oo

Screen \

Input:
+w$

—00

Offscreen

—00

385

b. We get the graph of the
quadratic term by graphing the
monomial function
x — [ +51.32 ]:c2 near oo (See
77 on 77)

AOutputs
+00 \)uadratc term m/
OF-=-=:=+ ==
Screen
0 Offscreen
Input.
—00 +OO$

d. We get the graph of the
constant term by graphing the
monomial function
x — [ —61.03] near oo (See 77

on 77?)
AOutputs
+00

Constant term near oo

—61.03 ffrr===—

Screen

Offscreen

Input:
+oo$

—00

3. We get the local graph near co of DIN A by adding-on to the graph
of the quadratic term the graph of the linear term and the graph of the

constant term. (See 77 on 7?)
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Offscreen

/nDut&

—00 +00

PROCEDURE 9.5

1. Get the local input-output rule near xy of CUBIC using PROCE-

. o BI
DURE 9.3 To evaluate near xg the function specified by x _CUBIC ,

CUBIC(z) = az® + bx? + cx + d on page 380

2o + h SYBLY, CUBIC (20 + h)

= [am%—i—bx%—i—cxo—i—d]69[3am%+2bm0+c]h@[3aa:0+b]h2@[.]h3

output jet near xg

2. Get the local graphs:

a. Of the constant term by graphing near 0 the monomial func-
tion x — [ax%+b:c%+c:co+d

b. Of the linear term by graphing near 0 the monomial function
T — [3ax§+2bxo+c]x

c. Of the quadratic term by graphing near 0 the monomial func-
tion x — [ 3axg +b ]w2

d. Of the cubic term by graphing near 0 the monomial function
i = [.]m3
3. Get the local graph of CUBIC near xy by adding to the local graph
of the constant term, the local graph of the linear term, the local graph
of the quadratic term, the local graph of the cubic term.

DEMO 9.5
1. We get the local input-output rule near —3 of ARBA (See DEMO 9.3
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on page 381):

34+ h 2N ARBA(-3+h) =

2. We get the local graphs

a. We get the graph of the
constant term near —3 by
graphing the monomial function
x — [ +1742.28

: (See 2?7 on ?7)

AOutputs
+o0|  Constant term !

1
near—3 —1 :
i
1
1

+169.08

Screen
Offscreen
Input:
-3 0 +ooi
c. We get the graph of the

quadratic term near —3 by
graphing the monomial function

—00

—00

T — [ +361.88 ] (See 77 on
‘??)
AOutputs
+00
1) T < 4
"\ Screen
Quadratic
term near3 — Offscreen
—o0 H
H Input:
—00 -3 0 +oo$

[ +1742.28 | & [ =i862:09 | » [[36188 |2 « | ]

387

output Jet near —

b. We get the graph of the
linear term near —3 by graphing
the monomial function

T — [ —1362.09 ]ac (See 77 on

?77)
AOutputs
+00 !
!
1
i
i
i
1
OF = === o= ;= ---- CEECEE
i
H ! Screen
Linear ternf} :
near—3 1 Offscreen
: . Input:
—00 -3 0 +oo$

d. We get the graph of the
cubic term near —3 by graphing
the monomial function

o - [EESHE] " : (See 7 or
??)
AOutputs
+00 !
!
1
i
i
i
1
OF-=----- 'J"", ............. -
"\ Screen
Cubic term :
near —3 —% 2 Offscreen
—00 |
H Input:
—00 -3 0 +oo$

3. We get the local graph near —3 of ARBA by adding to the local
graph of the constant term the local graph of the linear term, the local
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graph of the quadratic term, and the local graph of the cubic term. (See

?? on ?77)
AOutputs
+00 ! Local grapt
[— near—3
&
30.428 S !
1
i
0 .......... - -._; _____________
i
! Screen
1
i
1 Offscreen
—00 1
A Input:
) -3 0 +oo$

5 Local Feature-signs

As we saw in 7?7 77 a feature-sign near a given input, be it near co or near
xg, can be read from the local graph and so we could proceed as follows:

i. Get the local input-output rule near the given input (See PROCE-
DURE 9.2 on page 379 when the given input is oo or PROCEDURE 9.3 on
page 380 when the given input is xg.)

ii. Get the local graph from the local input-output rule (See PROCE-
DURE 9.4 on page 384.)

iii. Get the feature-sign from the local graph. (See 77 77.)

However, things are in fact much simpler: Given an input, be it co or a
bounded input zg, to get a required feature-sign near that given input, we
look for the term in the output jet near that input that

i. Has the required feature.
and

ii. Is the largest-in-size of all those terms with the required feature.
So, as we will now see, we usually need to get only one term in the output
jet rather than the whole output jet.

1. Near infinity things are quite straightforward because, for a cubic
function, the first term in the output jet near oo is both the largest-in-size
and a regular monomial so that it has all three features:

PROCEDURE 9.6
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i. Get the approximate local input-output rule near oco:

x near co —UBIC CUBIC(z) = [a]a:3 ® [b]x2 ) [c]x ® [d]

output jet near oo
= [a]az’3 ® [...]
approximate output jet near co
ii. Then, in the approximate output jet near co:

o Get the Height-sign, the Slope-sign and the Concavity-sign all from
the cubic term [a]z® because the next terms, [b]2?, [¢]= and [d]
are too small to matter. (Not to mention the fact that a linear
term has no concavity and a constant term has neither concavity
nor slope.)

DEMO 9.6 To get the Height-sign near co of the function specified
by

DELIA |, DELIA(z) = +122° — 222 + 632 — 155

i. We get the local input-output rule near oo :

x near co —2EHA  DELTA(z) = +122° — 222 + 632 — 155

=[+12]P e[ -2)e? @[+ 63z - 155]
output jet near co
ii. We get Height-sign from the cubic term [+ 12]:r3. (The quadratic
term [— 2]:62, the linear term [+ 63]:c and the constant term [— 155]
are too small to matter)

ili. Since the cubic coefficient [+ 12] is positive, we get that Height-sign
DELIA near oo = (4, —). (Seen from c0.)

DEMO 9.7 Get the slope-sign near oo of the function specified by the

global input-output rule

x —2ETEE | DETER(z) = —0.452° + 3.032% — 81.67x + 46.92

i. We get the local input-output rule near oo :

z near oo —2ETER  DETER(z) = —0452° + 3.032% — 81.67x + 46.92
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critical for the Concavity

—[-045)2* & [+3.03)2% @ [ - 81.67)z & [ + 46.92]

output jet near oo

ii. We get Slope-sign from the cubic term [— 0.45]:U3. (The quadratic
term [—|— 3.03]x2, the linear term [ = 81.67]:v and the constant term
[+ 46.92] are too small to matter.)

Since the cubic coefficient —0.45 is negative, we get that Slope-sign
DETER near oo = (\,\\). (Seen from c0.)

2. Near a bounded input though, things are a bit more complicated:

i. The first term in the output jet is usually the largest-in-size so that it
gives the Height-sign. However, the first term usually has neither Slope nor
Concavity because the first term is usually a constant term.

ii. The second term in the output jet is usually too smalll-in-size to change
the Height-sign as given by the first term but it is usually the largest-in-
size term that can give the Slope-sign. However, the second term has no
Concavity because the second term is usually a linear term.

iii. The third term in the output jet is usually too smalll-in-size to change
the Height-sign given by the first term and the Slope-sign given by the second
term but it is usually the only term that can give the Concavity-sign.

So we can usually read each feature-sign directly from the appropriate term
in the output jet - keeping in mind that the exceptional monomial functions
do not have all the features.

However, near a bounded input, the given bounded input may turn out to
be critical for the local feature:

i. If the constant term in the output jet is 0, then the term which gives the
Height-sign can be either the linear term or the quadratic term if the linear
term is 0 or even the cubic term if the quadratic term turns out to be 0 too.
The bounded input is then again said to be critical for the Height.

ii. If the linear term in the output jet is 0, then the term which gives the
Slope-sign is the quadratic term or the cubic term is the quadratic term turns
out to be 0 too. The bounded input is then said to be critical for the Slope.
iii. If the quadratic term in the output jet is 0, then the term which gives
the Concavity-sign is the cubic term. The bounded input is then said to be
critical for the Concavity.

So, we usually need to compute only one coefficient in the output jet. But
if the given bounded input turns out to be critical for that feature, then we
need to compute the next coefficient: So we use
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PROCEDURE 9.7

i. Get the local input-output rule near zg:

2o+ h SLEIS CUBIC (g + h) = alxo + h)® + b(zo + h)? + c(zo + h) + d

—q (x?j + 322k + 3zoh? +h3) +b(:c3 T 2x0h + h2) +c(zo+h)+d
= [ax% + bx3 + cxo + d] & [3a$(2) + 2bxo + c]h & [3@3}0 + b] h? @ [a] h?

output jet near xg

ii. Then, in the output jet near xg:

o Get the Height-sign from the constant term [awg + bx + cxo + d].
(The linear term, the quadratic term and the cubic term are too
small to matter.)

If the constant coefficient is 0, get the Height-sign from the linear
term [3@33% + 2bxo + c]h. (The quadratic term and the cubic term
are too small to matter.)

If the linear coefficient is 0 too, get the Height-sign from the
quadratic term [Saxo + b]h2. (The quadratic term and the cubic
term are too small to matter.)

If the quadratic coefficient is 0 too, get the Height-sign from the
cubic term [a]h3. (The quadratic term and the cubic term are too
small to matter.)

e Since the constant term has no slope, get the Slope-sign from the
linear term [Sam% + 2bxo + c]h. (The quadratic term and the cubic
term are too small to matter.)

If the linear coefficient is 0, get the Slope-sign from the quadratic
term [Baxo + b]h2. (The cubic term is too small to matter.)

If the quadratic coefficient is 0 too, get the Slope-sign from the
cubic term [a]h3.

e Since both the constant term and the linear term have no concavity,
get Concavity-sign from the quadratic term [Saxo + b]hQ. (The
cubic term is too small to matter.)

If the quadratic coefficient is 0, get the Slope-sign from the cubic
term [a]h3.

DEMO 9.8 To get the feature signs near —3 of the function specified
by the global input-output rule

ARBA . ARBA(z) = —32.67z + 71.07 + 81.2622
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i. We get the local input-output rule near —3 (See DEMO 9.3 on
page 381):

—3+h —2BBA , ARBA(-2+ h) = —32.67(=3 + h) + 71.07 + 81.26(—3 + h)2
output specifying code
— [1900:428 | o« [=519%81] » o [FFsRE]] -2

output jet near —3

ii. Then, from the output jet:
 Since the constant coefficient [ +900.428 ] is positive, we get that
Height-sign ARBA near —3 = (+,+).
e Since the linear coefficient [—519.63 h is negative. we get that
Slope-sign ARBA near —3 = (\,\)

« Since the quadratic coefficient [ +81.26 ]h2 is positive, we get that
Concavity-sign ARBA near —3 = (U, U)

6 Cubic Functions: Global Analysis

In the case of cubic functions, we will be able to solve exactly only a very
few global problems because everything begins to be truly computationally
complicated.

7 Global Graph

As always, we use

PROCEDURE 9.8
i. Graph the function near co, (See PROCEDURE 9.4 on page 384.)
ii. Ask the ESSENTIAL QUESTION:

e Do all bounded inputs have bounded outputs
or

e Are there bounded inputs whose nearby inputs have un-
bounded outputs? (co-height inputs.)

iii. Use the local input-output rule near xg to get further information.
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essential -feature input
(See PROCEDURE 9.3 on page 380.) P

But, given a bounded input xgp, we have that:
e a being bounded, ax} is also bounded
e b being bounded, bz3 is also bounded
e ¢ being bounded, cx is also bounded
e and d being bounded

altogether, we have that ax% + bxgz? + cxg + d is bounded and that the
answer to the ESSENTIAL QUESTION is:

EXAMPLE 9.6. Bounded Height Under a cubic functions, all bounded inputs
have bounded outputs.

and therefore

EXAMPLE 9.7. Offscreen Graph The offscreen graph of a cubic function
consists of just the local graph near ~c.

We now deal in detail with the third step.

EXISTENCE THEOREMS

Since cubic functions have no bounded oo-height input, the only way a
feature can change sign near a bounded input is when the feature is 0 near
the bounded input. In particular, essential 0-feature inputs are bounded
inputs
e with a 0 feature,

e whose existence is forced by the offscreen graph—which, in the case of
cubic functions consists, by EXAMPLE 9.7, of only the local graph near
00.

None of the following tEXAMPLESs, though, will indicate where the 0-feature

inputs inputs are located. The Location TEXAMPLESs will be dealt with

in the last part of the chapter.

8 Concavity-sign

Given the function specified by the global input-output rule

g —CUBIC CUBIC(z) = az® + b’z + cx +d

recall that when x is near co the Concavity-sign Near co TEXAMPLE
for cubic functions says that:
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e When a is + , Concavity-Sign| = (U,N)
e When ais — , Concavity-Sign|, ... o = (N, U)

1. Since the concavity changes sign as z goes from the left side of co
to the right side of co across 0o , the concavity also has to change sign as
x goes from the left side of co to the right side of oo across the screen. In
other words, there has to be a bounded concavity-sign change input.

I near oo

EXAMPLE 9.8. G iven a cubic function whose offscreen graph is

Output
Ruler
v

Screen

n n(
Outlying Space e

Mercator view Magellan view
there has therefore to be a bounded concavity-sigh change input,
Tconcavity sign-change- But since there cannot be a bounded oo-height input,
we cannot have

Outout Ruleg
+00

Mercator view
and therefore we must have at least

Output Rule
by /
v
Screen
P
n
7 Offscreen space
- Input
Ruler
- X Foreed Concavity-5gh change
Mercator view Magellan view

So, based on the off-screen graph, we have

EXAMPLE 9.9. Concavity sign-change A cubic function must have at /east
one bounded concavity sign-change input.

2. On the other hand, based on the off-screen graph, a cubic function
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could have any odd number of 0-concavity inputs. Based on the general local
input-output rule, we will see that a cubic function can have at most one
0-concavity input. But, at this point, all we know for sure is

EXAMPLE 9.10. 0-Concavity Existence A cubic functions must have at /east

one concavity-sign change input:

Zconcavity sign-change = L0-concavity

9 Slope-sign

Given the cubic function CUBICy 4, that is the function specified by the
global input-output rule

g —CUBIC CUBIC(x) = az® + b*x + cx + d

recall that when x is near oo the Slope-sign Near co TEXAMPLE for
cubic functions says that:

e When a is + , Slope-Sign|, ,car o = (5.
e When ais — , Slope-Sign/|, .o o = (\u\)

1. Since the slope does not changes sign as x goes through oo from the
left side of co to the right side of oo, the slope does not have to change sign
as x goes across the screen from the left side of co to the right side of co so
there does not have to be a bounded slope-sign change input:

EXAMPLE 9.11. G iven a cubic function whose offscreen graph is

Output
Ruler
4

n
/7

1

Outlying Space )

mputrier

Mercator view ¥ Magellan view
there is no need for a bounded slope-sign change input, Zsiope-sign change and
therefore we can have
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/

Screen

Outlying Space

Input Ruler ¥
Mercator view ¥ Magellan view

2. On the other hand, based on just graphic considerations, a cubic
function could have any number of 0-slope inputs. Based on input-output
rule considerations, we will see that a cubic function can have only zero, one
or two 0-slope inputs. But, at this point, all we know for sure is

EXAMPLE 9.12.  Slope-Sign Change Existence A cubic function need not
have a Slope-sign change input.

And thus also

EXAMPLE 9.13. 0-Slope Existence A cubic function need not have a 0-Slope
input.

10 Extremum

From the optimization viewpoint, the most immediately striking feature
of an affine function is the absence of a forced extreme input, that is of
a bounded input whose output is either larger than the output of nearby
inputs or smaller than the output of nearby inputs. On the other hand, at
this point we cannot prove that there is no extreme input.

EXAMPLE 9.14. G iven a cubic function with the offscreen graph:

Output Rulg
+00
Offscreen space

Since there can be no co-height input, we cannot have, for instance, either one
of the following
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Output Outpu

Ruler, Ruler)
+oo +oo

Local Local
minimum i minimum
output A output

Local a
maximum S

Screen | ", Screen
output

Input

—0 Xeo-height o Pl —0 height +o0
On the other hand, there is nothing ¥ i
. +o0
to prevent a fluctuation such as: \
Local
output
Local R &
ouput soee
- \ Input
0 Xmin Ymax oo Ruler
But no extremum input is forced: ¥ oun

So, we have

EXAMPLE 9.15. Extremum Existence A cubic function has no forced ex-
tremum input

11 Height-sign

Given the cubic function CUBICyy ¢ 4, that is the function specified by the

global input-output rule

x —YUBIC L CUBIC(2) = az® + b*x + cx + d

recall that when x is near co the Height-sign Near co TEXAMPLE for
cubic functions says that:

o When ais + , Height-Sign|, ... oo = (+,—)

o When a is — , Height-Sign|, .oy oo = (= +)

1. Since the height changes sign as x goes from the left side of co to the
right side of oo across oo , the height has also to change sign as x goes from
the left side of oo to the right side of oo across the screen. In other words,
there has to be a bounded height-sign change input.
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EXAMPLE 9.16. G iven a cubic function whose offscreen graph is

Output
Ruler

Screen

/ Outlying Space (

Input Ruler

Mercator view Magellan view
there has therefore to be a height-sign change input But since there cannot be
a bounded co-height input, we cannot have

Outout Ruleg
+0
) +
Screen || =,
i
i
i
i
i
i
-\
- i
| Oftscreen space
i
i
o !

—00 +oo

Mercator view
and therefore we must have

Outout Ruleg
+o0

Offscreen space

Input
Ruler

—0 +o0

X Forced 0-Height

Mercator view Magellan view

2. Moreover, because there is no bounded oo-height input where the height
could change sign, Theight-sign change has to be a bounded input where the
height is 0. As a result, we have that

EXAMPLE 9.17. Height-Sign Change Existence A cubic functions must
have a Height-sign change input and

LHeight-sign change = L0-height

LOCATION THEOREMS

Previously, we only established the existence of certain essential bounded
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inputs of cubic functions and this investigation was based on graphic con-
siderations. Here we will investigate the location of the essential bounded
inputs and this investigation will be based on the generic local input-output
rule.

12 0-Concavity Location

Given a cubic function, the global problem of locating an input where the
local concavity is 0 is still fairly simple.
More precisely, given a cubic function CUBICqy 4, that is the cubic

function specified by the global input-output rule

g —CUBIC CUBIC(z) = az® + b*z + cx + d

since the concavity near xg is the local square coefficient 3axg + b, in order
to find the input(s) where the local concavity is 0, we need to solve the affine
equation

dax +b=0
by reducing it to a basic equation:

3ax +b—-b =0 -b

3ax = —b
dar _ b
3a 3a
-b

= —
3a

So, we have:

EXAMPLE 9.18. O-slope Location For any c%bic function CUBICy p c.d,

LO—concavity = 3

In fact, we also have:

EXAMPLE 9.19. Global Concavity-sign Given a cubic function
CUBICa,b,c,d,
e When a is positive,

Concavity-sign C’UBIC|Everywhere<%: =(N,N

Concavity-sign CUBIC| _s =(N,U
3a
Concavity-sign CUBIC|Everywhere>;b = (U,U)
3a

¢ When a is negative,
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Concavity-sign CUBIC'g,¢ryhere < =0 = (U, V)
3a
Concavity-sign CUBIC| s = (Y,N
3a
Concavity-sign CUBIC|g oy where > =2 = (N, N)
3a

The case is easily made by testing near oo the intervals for the corresponding
inequations.

13 0-Slope Location

In the case of affine functions and of quadratic functions, we were able to

prove that there was no shape difference with the principal term near co by

showing that there could be no fluctuation:

e In the case of affine functions we were able to prove that there was no
shape difference with dilation functions

e In the case of quadratic functions we were able to prove that there was
no shape difference with square functions.

More precisely, given the cubic function CUBICy 4, that is the function

specified by the global input-output rule

z —SUBIC CUBIC(x) = az® + b*z + cx + d

since the slope near zg is the local linear coefficient 3ax? + 2bz + ¢, in order
to find the input(s) where the local slope is 0, we need to solve the quadratic
equation
3az? + 2bx + ¢
which we have seen we cannot solve by reduction to a basic equation and
for which we will have to use the 0-Height TEXAMPLE for quadratic
functions, keeping in mind, though, that
e For a as it appears in 0-Height TEXAMPLE for quadratic functions,
we have to substitute the squaring coefficient of 3az? + 2bx + ¢, namely
3a,
e For b as it appears in 0-Height TEXAMPLE for quadratic functions,
we have to substitute the linear coefficient of 3ax?® + 2bx + ¢ namely 2b,
e For c as it appears in 0-Height TEXAMPLE for quadratic functions,
we have to substitute the constant coefficient of 3az? + 2bx + ¢ namely c.
1. It will be convenient, keeping in mind the above substitutions, first

to compute

2b
Lo—slope for [Baz2+4-2bz+c] — — 2.3

a
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2b

~6a
b

3a
= X0—concavity for CUBIC

2. Then, still keeping in mind the above substitutions, we compute the

discriminant of 3az2 + 2bx + ¢:
Discriminant[3az? + 2bx + ¢] = (2b)* — 4(3a)(c)

= 4b® — 12ac
3. Then we have:

« When Discriminant [3ax? +2bx +c] = 4b> — 12ac < 0, the local linear co-
efficient of CUBIC, [3ax?+2bx + ¢], has no 0-height input and therefore

CUBIC has no 0-slope input.

o When Discriminant [3az? + 2bz + ¢] = 4b* — 12ac = 0, the local linear
coefficient of CUBIC, [3ax? + 2bx + ¢], has one 0-height input and

therefore CUBIC has one 0-slope input, namely
_ __ b
» Z0-—slope for CUBIC' = T0—height for [Baz2+2bz+c] — T 3g°

o When Discriminant [3az? + 2bz + ¢] = 4b* — 12ac > 0, the local linear
coefficient of CUBIC, [3ax?® + 2bx + ¢], has two 0-height inputs and

therefore CUBIC has two 0-slope inputs., namely:

_ _ b 4b2—12ac
» Z0—slope for CUBIC = L0—height for [3ax24-2bxz+c] — 7%4» 2a
and
_ _ b 4b2—12ac
P Zo—slope for CUBIC = T0—height for [Baz?4-2bz+c] — T 34 2a

In terms of the function CUBIC, this gives us:

EXAMPLE 9.20. O0-slope Location Given the cubic function CUBICy .4,

when

e Disc. [3az? + 2bz + ¢| = 4b* — 12ac < 0, CUBIC has no 0-Slope input
¢ Disc. [3az? + 2bz + ] = 4b* — 12ac = 0, CUBIC has one 0-Slope input
e Disc. [3az? + 2bz + ¢| = 4b* — 12ac > 0, CUBIC has two 0-Slope inputs

14 Extremum Location

The 0-slope inputs are the only ones which can be extremum inputs. So,
there will therefore be three types of cubic functions according to the number

of O-slopes inputs:

1. When Discriminant [3az? 4 2bx +c] = 4b> —12ac < 0 so that CUBIC
has no 0-Slope input, there can be no extremum input and we will say that

this type of cubic is of Shape type O.

Shape type O
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EXAMPLE 9.21.

Output
Ruler

Outlying Space

o

Screen

Input
Ruler

X0-concavity

Cube coefficient positive

CHAPTER 9. CUBIC FUNCTIONS

Output
Ruler

\U\ + Outlying Space

Screen

N\-

Input
Ruler

H
7ZZ X0-concavity

zz  Cube coefficient negative

Since cubic function of Shape type O have no 0-Slope input, their shape is

not like that of cubing functions.

2. When Discriminant [3az?+2bz +c] = 4b*> —12ac = 0 so that CUBIC
has one 0-Slope input, there will still be no extremum input and we will say
that this type of cubic is of Shape type L.

EXAMPLE 9.22.

Output
Ruler

Outlying Space

/W+

Screen

Input
Ruler

X0-slope =X0-concavity

Cube coefficient positive

Output
Ruler
Offscreen Space

o\

Screen

Input
Ruler

H
zZ X0-slope = X0-concavity

zz  Cube coefficient negative

Since cubic function of Shape type I do have one 0-Slope input, their shape
is very much like that of cubing functions.

3. When Discriminant [3az?+2bx +c] = 4b* —12ac > 0 so that CUBIC
has two 0-Slope input, there will be one minimum input and one maximum
input and we will say that this type of cubic is of Shape type II.

EXAMPLE 9.23.
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Output Output
Ruler Ruler

. Outlying Space
Outlying Space v/ + U\+

Screen

Screen

N\-
H
Ruler % Yy Ruler
%, o, sy
G G
N ’9(..91’,06
¥

Cube coefficient positive ¥  Cube coefficient negative

We can thus state:

EXAMPLE 9.24. Extremum Location Given the cubic function
CUBIC@b?C?d, when

e Discriminant [3ax? + 2bz + ¢] = 4b? — 12ac < 0, CUBIC has no locally
extremum input.

e Discriminant [3az? + 2bx + ¢] = 4b* — 12ac = 0, CUBIC has one locally
minimum-maximum input or one locally maximum-minimum input.
« Discriminant [3ax? + 2bx + ¢] = 4b?> — 12ac > 0, CUBIC has both

> ZLlocally minimum-output:

» Ziocally maximum-output

15 0-Height Location

The location of 0-height inputs in the case of a cubic function is usually not
easy.

1. So far, the situation has been as follows:
i. The number of 0-height inputs for affine functions is always one,

ii. The number of 0-height inputs for quadratic functions is already more
complicated in that, depending on the sign of the extreme-output compared
with the sign of the outputs for inputs near co, it can be none, one or two.

It follows from the Extremum Location TEXAMPLE that
iii. The number of 0-height inputs for cubic functions depends
a. On the Shape type of the cubic function,

b. In the case of Shape type II, on the sign of the extremum outputs
relative to the sign of the cubing coefficient
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EXAMPLE 9.25. T he cubic function specified by the global graph

Output

Ruler .
Offscreen Space IS Of Shape Type O (No O_S|Ope
e ¥ input) and always has a single 0-
0 height input.
Input
X0-output Fuler

EXAMPLE 9.26. T he cubic function specified by the global graphs are all
of the same shape of Type Il and the number of O-height inputs depends on
how high the graph is in relation to the 0-output level line.

Output Output,
Ruler Ruler

Offscreen Space Offscreen Space

0 Screen Screen
)

Input Input

Ruler
Ruler X0-output ... "o X(-output

X0-output

Output
Ruler

Offscreen Space

Screen

Input
Ruler

X0-output ... "o X0-output
X0-output

2. The obstruction to computing the solutions that we encountered when
trying to solve quadratic equations, namely that there was one more term
than an equation has sides is even worse here since we have four terms and
an equation still has only two sides. See 77 on 77
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Chapter 12

Rational Degree & Algebra
Reviews

Rational Degree, 411 o Graphic Difficulties, 413 .

Rational functions are functions whose global input-output rule is of
the form

RAT . POLYNum(x)
r ————— RAT (z) = POLY pon(2)

where POLYNym(z) and POLYpe,(z) stand for two positive-exponent poly-
nomial expressions.

EXAMPLE 12.1. T he function whose global input-output rule is
o —TAB L TAB(z) = 30?4z -7
—5z4 -8
is a rational function in which:
o POLYNum(z)is =32+ 4z — 7
e POLYpen(z)is —bat — 8

1 Rational Degree

Because the upper degree of polynomial functions is what we used to sort
polynomial functions into different types, we now try to extend the idea of
upper degree to the case of rational functions in the hope that this will also
help us sort rational functions into different types.

411

Rational function
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rational degree Given a rational function whose global input-output rule is

regular rational function RAT POLY N ()

exceptional rational x ———— RAT (z) = POV (2,
function Den ()

the rational degree of this rational function is the upper degree of POLY nym ()
minus the upper degree of POLYpey(x):

POLYNym
Rat.Deg. of ]M = UppDeg. of POLYNym(z) — UppDeg. of POLYpep(x)

Thus, the rational degree of a rational function can well be negative.

CAUTIONARY NOTE 12.1  he rational degree is to rational func-
tion very much what the size is to arithmetic fractions in “school
arithmetic” which distinguishes fractions according to the size of the
numerator compared to the size of the denominator even though, by
now, the distinctions are only an inconsequential remnant of history..
What happened is that, historically, the earliest arithmetic fractions
were “unit fractions” , that is reciprocals of whole numbers such as
one half, one third, one quarter, etc. Later came “Egyptian fractions”,
that is combinations of (distinct) unit fractions, such as one third and
one fifth and one eleventh, etc. A much later development were the
“proper fractions”, also called "vulgar fractions", such as two thirds,
three fifths etc. Later still, came “improper fractions” such as five
thirds, seven halves, etc. And finally “mixed numbers”, such as three
and two sevenths. Today, none of these distinctions matters inasmuch
as we treat all fractions in the same manner.

However, while these “school arithmetic” distinctions are based on the
size of the numerator versus the size of the denominator and make
no real differences in the way we handle arithmetic fractions, in the
case of rational functions, the above distinction based on the upper
degree of the numerator versus the upper degree of the denominator
will make a difference—even though no major one—in the way we
will handle rational functions of different types.

In fact, by analogy with what we did with power functions, we will say

that

« Rational functions whose rational degree is either > 1 or < 0, are regular
rational functions,

o Rational functions whose rational degree is either = 0 or = 1, are ex-
ceptional rational functions.
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EXAMPLE 12.2. F ind the rational degree of the function DOUGH whose
global input-output rule is

_+1:v4—6:v3+8x2+6x—9

DOUGH
_DOUGH . hoUGH (z) =
(z) 2 —55+6

Since the rational degree is given by

]]DDOOIIJ_J}%Z:((;)) = UppDeg. of POLY Nym(x) — UppDeg. of POLYpen(x)

and since, here,

o POLYNum(z) = +12* — 623 + 822 + 62 — 9

e POLYpen(z) = +12% — 52+ 6

we get from the definition of the upper degree of a polynomial that:
UppDeg. of + 1z? — 623 + 822 4+ 62 — 9 = Exponent of Highest Term

Rat.Deg. of

= Exponent of + 1z*
=4
UppDeg. of + 122 — 5z + 6 = Exponent of Highest Term
= Exponent of + 1z
=2
so that the rational degree of the rational function DOUGH is:
+1z* — 623 + 822 + 62 — 9
+122 — 52+ 6

Rat.Deg. of = Exponent of + 12* — Exponent of + 122

=4-2

=2
so that DOUGH is an example of a rational function of degree > 1 and
therefore of a regular rational function.

2 Graphic Difficulties

Finally, when there is one or more oo-height bounded input(s), beginners
often encounter difficulties when trying to interpolate smoothly the outlying
graph of a rational function.

The difficulties are caused by the fact that, when we draw the local
graph near oo and the local graphs near the co-height inputs from the local
input-output rules, we are only concerned with drawing the local graphs
themselves from the local input-output rules. In particular, when we draw
the local graph near oo and the local graphs near the oo-height inputs,
we want to bend them enough to show the concavity but we often end up
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bending them too much to interpolate them.

But then, what often happens as a result is that, when we want to
interpolate, the local graphs may not line up well enough for us to interpolate
them (smoothly).

EXAMPLE 12.3.
Given the rational function whose ZZZ;( T
offscreen graph was drawn so as to ¥  *® 5 / /'
show the concavity.

—00
~ /nout
—0 _,'_OO,/?L//e/
Output
Here is Wha.t can happens when we y 'qi/fg\ /, /,
attempt to interpolate AN
! !
| |
| (A
I I
—o0 i/ i/
! ! . /nput
— +Oo,ﬁu/9/
Of course, this is absolutely impos- B
. . . . out
sible since, according to this global HZ/;U\ A
graph, there would be inputs, such ¥+ /: /:
as xp, with more than one output, 73 rfo
. y2 A
Y1, Y2, ... Vi : :
I I
—0 i/ i/
! ! . /nput
—oo X0 1o e
Output
But if we unbend the local graphs Vv 'qi/fg\ ,, ,,
just a bit as in s
! !
| |
| |
I I
o |1
! ! . /nput
—o0 +Oo,l?z//e/
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Outout

Hu/eg\ I g
we have no trouble interpolating: ¥ L ,: ,,,,,,,,

| |
! !
| |
| |
!, !
—00 | |

| | >//7,0ul

—o0 +oo Ruler

The way to avoid this difficulty is not to wait until we have to interpolate
but to catch any problem as we draw the local graphs by mentally extending
the local graphs slightly into the transitions.

EXAMPLE 12.4. o
. . . out
Given the rational function whose HZ/é’” —
offscreen graph was drawn do as to ¥  *® / /'

|
show the concavity Lo
—1 1 ==
| |
| |
I I
—0 \./ i/
o < /put
—o +oo,ﬁu/91
we can already see by extending the Output
. . o Ruleg I
local graphs just a little bit into the +ob /! /!
transitions that this will cause a lot ¥ 8
of trouble when we try to interpo- L =1 1 ==
late the local graph: s
I I
|
! ! « /nput
—o0 +OO,/~?u/e/
So, here, we bend the local graph 25,’;’;( N
near oo a little bit more and we un- y +oo }: }:
bend the local graphs near the oo- |
height inputs a little bit: S i
| |
|
—o0 .[ ul
o < /nout
—0 +Oo,ﬁu/e/
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We check again by extending the lo-
cal graphs just a little bit into the ¥
transitions:

and indeed now we have no trouble y
interpolating:

Outout
Ruler E i
+o0 l! ,!
T T
/\ / I
et . 1
I I
i
!{ !l
—0 [ -
! ! >//7pul
—0 top Fuler
Output
Rule; : '
+00 }! ,!
T T
/ I / I
e L T
I I
i
!{ !l
—0 [ -
! ! . /nput
—o +oo, Ruler
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2. GRAPHIC DIFFICULTIES
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Chapter 13

Rational Functions: Local
Analysis Near oo

Local I-O Rule Near oo, 419 ¢ Height-sign Near oo, 422 e Slope-sign Near
00, 424 « Concavity-sign Near oo, 426 ¢ Local Graph Near oo, 431 .

To do local analysis we work in a neighborhood of some given input
and thus count inputs from the given input since it is the center of the
neighborhood. When the given input is co, counting from oo means setting
x < large and computing with powers of large in descending order of sizes.

Recall that the principal term near oo of a given polynomial function
POLY is simply its highest power term which is therefore easy to extract
from the global input-output rule. The approximate input-output rule near
oo of POLY is then of the form

POLY _, POLY (z)| — Highest Term POLY +[...]

However, the complication here is that to get the principal part near oo of a
rational function we must approximate the two polynomial and divide—or
the other way round—and the result need not be a polynomial but can also
be a negative-exponent power function and the main issue will be whether
to do the approximation before or after the division.

x|£l? near oo I near oo

1 Local Input-Output Rule Near oo
Given a rational function RAT, we look for the function whose input-output

rule will be simpler than the input-output rule of RAT but whose local graph
near oo will be qualitatively the same as the local graph near co of RAT.

419

extract
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More precisely, given a rational function RAT specified by the global
input-output rule POLY (@)
RAT Num\L
— > RAT () = ————+——
v @) = POV pen(2)

what we will want then is an approximation for the output of the local

input-output rule near oo POLY Num(2)
RAT Num \*
_ RAT(:E)|z near co POTDT::(I‘)

from which to extract whatever controls the wanted feature.

$|J? near oo

I near oo

1. Since the center of the neighborhood is co, we localize both
o POLYNym(x)
and

o POLYpen(x)
by writing them in descending order of exponents.

POLY nym(%) Localize near o POLY nym(x) |x near o
POLYpe,(x) Localize near o POLYpen(¥)|, pear o0

2. Depending on the circumstances, we will take one of the following
two routes to extract what controls the wanted feature:
B The short route to Princ. TERM RAT () |, Lear 00> that is:
i. We approximate both POLYNum ()|, pear oo @04 POLYDen ()|, pear oo
to their principal term—that is to just their highest size term—
which, since z is near oo, is their highest exponent term:

POLY yyy(x) POLYN“m(x)|x near oo Princ. TERM y(x) |x near ot []
POLYpey(x) POLYDen(%)], pear o Prine. TERMpn()|, pear o+ L]

ii. In order to divide Princ.TERMNum(z)

, that is the prin-

I near oo

cipal term near oo of the numerator of RAT by Princ. TERM en(z)

Y
X near oo
that is the principal term near co of the demominator of RAT we

use monomial division

+m
ax a . .
= ggﬁme*'” where +m © +n can turn out positive, negative or 0
x

Princ. TERM ()

I near oo

Princ. TERM RAT (x)

T near oo Princ.TERMDen (‘73)

X near oo

coef. Princ. TERM .. (x)
_ um Z near co | xUppDeg.POLYNum(a:)—UppDeg.POLYDen(1:)

coef. Princ. TERM . (x)

I near oo
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coef. Princ. TERM y, ()

— Z near oo | xRatDeg.RAT(a:)

coef. Princ. TERM [, (x)

I near oo

The resulting monomial is Princ. TERM RAT (z)
X near oo
the principal term of the rational function RAT near oo:

Princ. TERM (%) |
Princ. TERMp,(x)|

POLY nym(x) POLY yyym(x) |,\" near o
POLYpen(x) POLYpen(x) |

X near oo+ []

X near o v near o0 -]

apIAIQ I

Princ. TERM RAT(x) +1...]

X near oo

B The long route to Princ. PART RAT () |, noar oo

i. In order to divide POLYNum(2)|, near oo 0¥ POLYDen ()|, poar oo
we set up the division as a long division, that is POLYpey ()]
dividing into POLYNum(Z)|, pear oo

POLY Nyy(%) Localize near o POLY pyym(x) |x near oo
POLYpen(x) Localize near oo POLY pey(x) |x near oo

I near oo

POLYpey, (x) POLY Ny (%)

X near oo )

X near oo

ii. We approximate by stopping the long division as soon as we have
the principal part that has the feature(s) we want:

POLY nym(x) Localize near « POLY Nyy(x) |

POLYpo,(x)  miscaizenear® FPOLYDen(X)|, oo
3 Princ.PARTRAT(x) 4]
POLYpen ()] ) POLY yym (x)|mmo e

3. Which route we will take in each particular case will depend both on
the wanted feature(s) near oo and on the rational degree of RAT and so we
will now look separately at how we get Height-sign|
and Concavity-sign|

T near oo’ Sl0p6_81gn’m near oo

T near oo
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LOCAL ANALYSIS NEAR oo

When the wanted features are to be found near oo, the rational degree
of the rational function tells us up front whether or not the short route will
allow us to extract the term that controls the wanted feature.

2 Height-sign Near oo

No matter what the rational degree of the given rational function RAT,
Princ. TERM RAT () |, yoar oo Will give us Height-sign|, ... ., because,
no matter what its exponent, any power function has Height-sign|, ... oo-
So, no matter what the rational degree of RAT, to extract the term responsi-

ble for Height-sign|, ... - We can take the short route to Princ. TERM RAT(x) |, Lear oo

—POL YN ”m(x) POL YN ”m(x) |x near oo Pring TERMNum(x) |x near oo+ [ ]
FoL YDen(X) POL YD en(x) |x near oo Princ. TERMDen(x ) |x near oo + [ ]
X near oo

apINg "Il

Princ. TERM RAT(x) +1...]

X near oo

EXAMPLE 13.1. G iven the rational function DOUGH specified by the
global input-output rule

- DOUGH DOUGH (z) = +122° — 623 4 822 + 62 — 9

—3x2 -5z +6

find Height-sign DOUGH |, ,car oo-
a. We localize both the numerator and the denominator near oo—which
amounts only to making sure that the terms are in descending order of ex-
ponents.

122563482+ 6x—9 NETE T +12x0°—6x>+8x2+6x—9
“3x%-5x+6 Localize near —3x%-5x+6

b. Inasmuch as Princ. TERM DOUGH () |, pear o has Height no matter

what the degree, in order to extract the term that controls Height-sign|

we take the short route to Princ. TERM DOUGH (z) |
i. We approximate

I near oo

T near o0”
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- 5 . - 5
+12x7—6x+8x%+6x-9 F1200—6x3+8x%+6x—9 INTIEARE +12x° +[...]
_352-5x+6 3x%-5x+6 i. Approximate -3 x2 +1...]

that is we approximate

e the numerator +12x° — 623 4 822 4 62 — 9 to its principal term, —122°
o the denominator —3z? — 5x + 6 to its principal term, —3x>
ii. And then we divide:

= - - - 5
+H12x°—6x°+8x2+6x—9 F2X00—6x°+8x2+6x—9 +12x7 + [...]
3x2—5x+6 “3x%-5x+6 3x+..]

apInIQ I

123,
3 [...]
where
+122° _ t2-z-z-z-z-x
—3z2 -3z
12
_ 12,52
3
The more usual way to write all this is something as follows:
DOUGH +122° — 623 + 8z% + 62 — 9

s near oo DOUGH (@), near oo = —322 -5 +6 x near oo

B +122° — 623 4 822 + 6 — 9‘1 near oo

B —32? — 5z + 6’9& near co

_ +122° — 62° + 82? + 6z — 9

B —322 — 5+ 6

1220 +[..]

=322 4[]

12

= —§x572 + []
Whatever we write, the principat term of DOUGH near o is —1—323;3 and it
gives

Height-sign DOUGH |, jear oo = (— +)
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EXAMPLE 13.2. G iven the function PAC specified by the global input-
output rule

1223 +Tx + 4
x—ﬂ—%PAC(x)— v

 +4ad — 62t — 1722 — 22 + 10
find Height-sign PAC|, 1car oo
Inasmuch as Princ. TERM PAC(z) |, ,ear oo Nas Height no matter what the
degree, in order to extract the term that controls Height-sign| we take

T near oo
the short route to Princ. TERM DOUGH () |, near oo
PAC —122% + T + 4
x‘x near oo PAC('CE)LB near oo = +4$5 _ 61174 _ 17IE2 _ 2IE + 10
I near oo
— —1227 +7x+4’x near oo
C +4ad — 62t — 1722 — 22 + 10|, o oo
12034 L]
T xS 4[]
—12
— +30+5
T +[...]
= 3272 4+[.]
and we get that
Height-sign PAC/|, 1ear oo = (— —)

3 Slope-sign Near oo

In the case of Slope-sign RAT|, . or oo» there are two cases depending on
the rational degree of the given rational function:

B If the rational functionRAT is either:
— A regular rational function, that is of rational degree > 1 or < 0
or
— An ezxceptional rational function of rational degree = 1,
that is not an exceptional rational function of rational degree = 0, then
Princ. TERM RAT (z) will be a power function that will have
T near oo
Slope near co and so in order to extract the term that controls Slope-sign|
we take the short route to Princ. TERM RAT (x)

I near oo

X near oo
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Localize near o POLYNum(x)|x near o Princ. TERMyym(x) |x near oo L]
Localizenear oS L Q)N GP 6] |x near oo Princ. TERMpep(x) |x nearoo [..]
X near oo

POLY Nyyu(X)
POLYpey(x)

apIAIQ I

Princ. TERM RAT(x) +1[...]
X near oo
EXAMPLE 13.3. G iven the rational function SOUT H specified by the
global input-output rule
SOUTH 322 —-52+6
——— SOUTH (x) =
v (z) +122% — 623 + 822 4+ 62 — 9
find Slope-sign of SOUTH near oo
i. We get the local graph near co of SOUTH
a. We have
SOUTH —32% — 5246
——F—  SOUTH =
l"z near oo (x)|z near oo _|_12$5 —6$3+8$2+6CE—9 + near oo
_ —32% — 5x+6‘m near co
© +122% — 623 + 822 + 62 — 9], ,ear oo
We now proceed with the two steps:
_3x2 5546 [ Approximate 352 + [...]
F1200-6x3+8x2+6x-9 | Approximate +12x° +[...]
= % X3+
b. The more usual presentation is:
SOUTH —32% — 5246
——F—  SOUTH =
x’z near oo ($)|z near oo _|_12$5 —6$3+8£C2+6JI—9 + hear oo
_ —32% — 5x+6‘m near co
© +122% — 623 + 822 + 62 — 9], a0
We approximate —32% =5z 46|, . o and
+122° — 62° + 822 4+ 62 — 9|, 0t oo
—322 +[...]

41245 [.-]
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and then we divide:

c. Since the degree of the power function

1
LOWER, pOW ER(z) = —q

which approximates SOUT H near oo is < 0, the power function POW ER
has all three features, concavity, slope and height. (This was of course to
be expected from the fact that the rational degree of SOUTH is < 0.)
ii. We get

Slope-sign of SOUTH near co = (,/,\)

B If the rational function RAT is an exceptional rational function whose ra-
tional degree = 0, then Princ. TERM RAT(x) |, pear oo Will be an excep-
tional power function with exponent = 0 and Princ. TERM RAT () |, 1oar oo
will not have Slope and so in order to extract the term that controls
Slope-sign|, | oar oo We Will have to take the long route to a Princ. PART RAT (x) |
that has Slope:

POLY yum() POLYNum()]; near o

POLY pen(x) X near oo POLYpen(x) |x near oo

I near oo

4[]

X near oo

% Princ.PART RAT(x)

POLYpep (x) POLY Ny (x)

X near oo ) X near oo

4 Concavity-sign Near oco

In the case of Concavity-sign RAT|, ... o there are two cases depending

on the rational degree of the given rational function.

B If the rational function RAT is a regular rational function, that is if the
rational degree of RAT is either > 1 or < 0, then Princ. TERM RAT(x) |
will be a regular power function, that is a power function whose exponent
is either > 1 or < 0 and then, in either case, Princ. TERM RAT(x) |, ,oar oo
will have Concavity and so in order to extract the term that controls

X near oo
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Concavity-sign|, ... oo We take the short route to Princ. TERM ., (%) |, jear oo

POLY yyy(x) POLYNum(x)|x near oo i. Approximate Princ. TERM ny(x) |x near OO+ [..]
i. Approximate

POLYpen(®) | POLYpen(X)|, 1car o Princ. TERMpen(X) |, near o+ [---]

apIAIg "Il

Princ. TERM RAT(x) +[...]
X near oo
EXAMPLE 13.4. G iven the rational function SOUTH specified by the
global input-output rule
SOUTH 322 —-52+6
——— SOUTH (x) =
(z) +122% — 623 4+ 822 + 62 — 9
find Concavity-sign of SOUTH near co
i. We get the local graph near co of SOUTH
a. We have
SOUTH 322 —-5x+6
—— SOUTH =
‘T|J: near oo (x)|$ near oo +12[L'5 —6$3+8.'L'2+6.'L'—9 4 hear oo
— _3:1:2 — 5x+6‘£ near oo
 +122% — 623 + 822+ 62 — 9], 0 oo
We now proceed with the two steps:
_3x25x+6 [ Approximate _3x% + [...]
+1205- 63 +8x2+6x-9 [ Approximate +12x° +[...]
L3+
b. The more usual presentation is:
SOUTH —322 5246
SOUTH =
x’x near oo (.’B)’x near oo +12(If5 —65133 +8(IZ’2 +6[E—9 » mear oo
— _3x2 _5x+6|az near oo

+1225 — 623 4 822 + 6z — 9|

I near oo
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We approximate =322 — 52+ 6|, 0 oo and
+122° — 623 + 822 + 6 — 9’9: near oo

=32 4[]
+12x° + [...]
and then we divide: 5
_ 2 .2-5
= 12" +[...]
1
= —ZQU_ES + []

POLY yym(x)

POLYpey(x)

c. Since the degree of the power function
1
x LWER  pOWER(z) = —q
which approximates SOUT H near oo is < 0, the power function POW ER
has all three features, concavity, slope and height. (This was of course to
be expected from the fact that the rational degree of SOUTH is < 0.)
ii. We get
Concavity-sign of SOUTH near co = (N,N)

If the rational function RAT is an exceptional rational function that is if
the rational degree of RAT is either = 1 or = 0 then Princ. TERM RAT (x) |
will be an exceptional power function with exponent either = 1 or = 0
(Chapter 7) and in both cases Princ. TERM RAT () |, ,oar oo Will 70t

T near oo

have Concavity and in order extract the term that controls Concavity-sign|, oo oo

we will have to take the long route to a Princ. PART RAT(x) |, 1ear oo
that does have Concavity.

POL YN ”m(x) |x near o

¥ near OO POLYDen(x) |x near oo

% Princ.PART RAT(x)

POLYpey, (x) POLY Ny (%)

X near oo ) X near oo

EXAMPLE 13.5. G iven the rational function BAT H specified by the
global input-output rule

BATH +23 — 522+ +6
x — =

BATH(x) = ————

X near oo

4]
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+00-5x>+xt+9

+x2—4x+3

FO—5x24x+9
B
Fx“—4x+3

find Concavity-sign BATH|,, car oo-

a. The localization step is to localize both the numerator and the denom-
inator near co—which amounts only to making sure that the terms are in
descending order of exponents.

. 3 5.2
TSI ear o

) 2
Localize near oo +x—4x+3 |x near oo

b. Since Princ. TERM BATH () |, near oo
tion step to get Concavity-sign BATH |, car oo
to a Princ. PART BATH () |, jear oo that has Concavity:
i. We set up the division as a long division:
+x? — 4x + 3 dividing into +x> — 5x% + 2 + 9.
+x3—5x2+x+9| 0+ [

X near +oo
2 4x+3 |

has no Concavity, the extrac-
must take the long route

=
X near +oo B+ L]

+x+[...]

+x2—4x+3 ) 0 —5x% +x +9

ii. We approximate by stopping the long division as soon as we have the
principal part of the quotient that has Concavity:
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+00—5x>+x+9 |
X near +oo

+x2—4x+3 |

x near +oo

x -1 —6x4+[...]
+x2—4x+3 ) 3 =5x% +x 49
x> —4x> +3x
x> 2 —2x +9
X2 +4x -3
0x? —6x +12

that is we stop with —62 ! since it is the term responsible for Concavity.
The more usual way to write all this is:

BATH +23 — 5 +x+9
x‘x near oo BATH(x)’.'E near oo = +$2 _ 4x + 3 » near o
— +x375x2+x+9|50 near oo
+a? —dz + 3’;10 near co
_ +23 — 5?2+ +9
+22 —4x+3
and then we divide (in the /atin manner):
+x -1 —6z7! +[.]
+22 4z +3 ) +2° -5 4z 49
+23 —42? 43z
0z  —a? —2r 49
—z? +4z =3
0z*  —6x 412
Whichever way we write it, Princ. PART BATH () |, qear oo = T2 —1—

62! and its third term, —62~!, gives

Concavity-sign BATH| = (N,V)

I near oo
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5 Local Graph Near oo

In order to get the local graph near co, we need a local input-output rule that
gives us the concavity-signNand therefore the slope-sign and the height-sign.

So, the route we must take in order to get the local graph near co is the
route that will get us the concavity-sign near co.

EXAMPLE 13.6. G iven the rational function SOUT H whose global input-
output rule is

SOUTH —322 -5z +6
SOUTH | sOUTH () =
. () = 00T 627 1822 4 62 =9

find its local graph near co.
i. We get the local input-output rule near oo as in EXAMPLE 1.

We have:
SOUTH *3172 — dx + 6
T near oo =+ SOUTH (@), near o = +1225 — 623 + 822 + 6z — 9
T near oo
—3.7}2 — o + 6|z near oo

41225 — 623 + 832 + 6z — 9
We approximate separately the numerator and the denominator:
=322 +[..]
C 1225 + ]

T near oo

We divide the approximations:

A
= 2® +[...]

1 _
=3¢ 541

ii. Since the degree of the power function

v POVER | powW BR(z) = _ifs

is < 0, the power function POW ER is regular and has both concavity and
slope. So, the local graph of the power function POW ER near oo will be
approximately the graph near co of the rational function SOUTH.

The local graph near co of the rational function SOUTH is therefore:
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Output
Ruler,
400
|
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Screen
—o0
Input
—0 +o0 Ruler

EXAMPLE 13.7. G iven the rational function DOUGH whose global input-
output rule is

1224 — 623 + 822 + 62— 9
- DOUGH DOUGH(x):+ x x° + 8xr“ + bx

—322 —5x+6
find its local graph near oco.
i. We get the local input-output rule near co.
We have:
DOUGH +122° — 62° + 8z% + 62 — 9
Zls near oo DOUGH @)l near o0 = —322 —-5x+6 @ near oo
B +122° — 623 + 822 + 6 — 9]33 near oo
—32? — 5z + G‘x near oo
We approximate separately the numerator and the denominator:
_F122° 4[]
- =3zt 4[]
We divide the approximations:
12 5.5
=g +[...]
= 423 4[]

ii. Since the degree of the power function

g LOWER, POWER(zx) = —4z™

is > 1, the power function POW ER is regular and has both concavity and
slope. So, the local graph of the power function POW ER near oo will be
approximately the graph near co of the rational function DOUGH.

The local graph near oo of the rational function DOUGH is therefore:
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EXAMPLE 13.8. G iven the rational function BAT H specified by the global
input-output rule

+23 + 2% -5z + 6
BATH (z) = I R p—

as in EXAMPLE 1, find the local graph near oco.
i. We get the local input-output rule near oo that gives all three features as

we did in EXAMPLE 1:
BATH . BATH(2)] — 4z +5+2Tz 4[]

il. So the local graph near co of the function BATH is

Outout
Ru/eq-og \ /

//éﬁ'

”// 2 Screerp--------

BATH
IR

'CC’[L' near oo T near oo

w /nput
N Ruler
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Chapter 14

Rational Functions: Local
Analysis Near xg

Local I-O Rule Near xg, 438 o Height-sign Near zg, 440 e Slope-sign Near
xg, 443 o Concavity-sign Near x(, 444 ¢ Local Graph Near x, 445 .

Doing local analysis means working in a neighborhood of some given
input and thus counting inputs from the given input since it is the center
of the neighborhood. When the given input is xg, we localize at xg, that is
we set x = xg + h where h is small and we compute with powers of A in
descending order of sizes.

EXAMPLE 14.1. G iven the input +2, then the location of the number 2.3
relative to +2 is +0.3:

437
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A Outputs Offscreen

Output level band ——)

\L Screen

[Neighborhood of +2]

Sided WL
Graph|Place™
band ? J

———

+00
[Neighborhood of OO}V

Recall that the principal part near xg of a given polynomial function
POLY is the local quadratic part

Ty near g o POLY @) e = [ ]+ [ ][ 0241

However, the complication here is that to get the principal part near xg of a
rational function we must approximate the two polynomial and divide—or
the other way round—and the result need not be a polynomial but can also
be a negative-exponent power function and the main issue will be whether
to do the approximation before or after the division.

Input leve

In:puts

1 Local Input-Output Rule Near x

Given a rational function RAT, we look for the function whose input-output

rule will be simpler than the input-output rule of RAT but whose local graph

near xg will be qualitatively the same as the local graph near xg of RAT.
More precisely, given a rational function RAT specified by the global

input-output rule

_ POLYNum(x)

~ POLYpey(x)

what we will want then is an approximation for the output of the local

xS RAT(2)
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input-output rule near xg

RAT POLYNym(x)
$|a: near xg 7 RAT(LL‘) |x near zo POLYDZT:(Z')
from which to extract whatever controls the wanted feature.

1. Since the center of the neighborhood is xg, we localize both
o POLYNym(x)

and
o POLYpen(z)

by letting  <— zg+h and writing the terms in ascending order of exponents.

POLY, Num(x) POL YN ”m(x) |x near x,
POLY pen(x) POLYpen(x) |x near x,

2. Depending on the circumstances, we will take one of the following
two routes to extract what controls the wanted feature:

B The short route to Princ. TERM RAT () |, car 4,» that is:
i. We approximate both POLYNum (Z)|, near 2, 80d POLYDen (), near 2,

to their principal term—that is to just their lowest size term—which,
since x is near oo, is their lowest exponent term:

POLY yjyym(x) POLY Nyy(x) |x nearx, NNATIOAEC  Princ. TERM yyy(x) |, near x0+ [...]
POLY pey(x) POLYpen®)|, pear v, NNSTISGED>  Princ. TERMpey(x)|

xnearx0+ []
ii. In order to divide Princ. TERM Num()

T near xo

, that is the prin-

T near xg

cipal term near xg of the numerator of RAT by Princ. TERM , en(z)

that is the principal term near xg of the denominator of RAT we
use monomial division

b
T near xg

ah™™ A, e . .
o = Eh where +m & +n can turn out positive, negative or (
The resulting monomial is Princ. TERM RAT (x) , that is
T near xg
the principal term of the rational function RAT near xg.
7 ] +
POLY nyyn(X) P()L}.\'zmz(»\’)ly near xo Princ. TERMym(x) |x near xg (]
POLY pgy(x) POLY pen®)], pomr v, Prin. TERMpn(®)| ear x, -]

apIAIQ I

Princ. TERM RAT(x) +1...]

X near xq
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However, Princ. TERM RAT (x) is useful only in four cases:
T near xg

— When it is a constant term and what we want is the Height-sign,

— When it is a linear term and what we want is the Height-sign
or the Slope-sign,

— When it is a square term,

— When it is a negative-exponent term.

B The long route to Princ. PART RAT(z) |, pear 2o

i. In order to divide POLYNum ()|, near 2o 0¥ POLYDen (), near zo»
we set up the division as a long division, that is POLYDen(Z)|, near o,
dividing into POLYNum(Z)|, near , a0d since these are polynomials
in h, in order to be in order of descending sizes, they must be in
order of ascending exponents.

ii. We approximate by stopping the long division as soon as we have
the principal part that has the feature(s) we want:

iii. The difficulty will be that we will have to approximate at two
different stages:

— While we localize both the numerator and the denominator,
— When we divide the approximate localization of the numerator

by the approximate localization of the denominator

So, we will have to make sure that the approximations in the lo-
calizations of the numerator and the denominator do not interfere
with the approximation in the division, that is that, as we divide, we
do not want to bump into a [...] coming from having approximated
the numerator and the denominator too much, that is before we can
extract from the division the term that controls the wanted feature.
3. Which route we will take in each particular case will depend both on
the wanted feature(s) near xp and so we will now look separately at how we
get Height-sign| Slope-sign| and Concavity-sign|

Z near oo’ I near xro X near xro

LOCAL ANALYSIS NEAR z,

When the wanted features are to be found near zq, the rational degree of
the rational function does not tell us which of the short route or the long
route will allow us to extract the term that controls the wanted feature.

2 Height-sign Near x

If all we want is the Height-sign, then we can always go the short route.
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EXAMPLE 14.2. L et SOUTH be the function specified by the global
input-output rule

2
SOUTH z°+5r+6
———— SOUTH =
(z) xd— 23 —1022+2—-15

Find the height-sign of SOUT H near +2

i. We localize both the numerator of SOUTH and the denominator of
SOUTH near +2

2
5 6
p S GOUTH(+2+h) = ———2 22 F
x4t — 23 — 1022+ 2 — 15 vet2th
2
_ 2? +52+6], o
wt — 23 — 1022 + 2 — 15|, 9.y

(+2+h)*+5(+2+h) +6
(+24+h)* = (+24h)3 = 10(+2 4+ h)2 4+ (+2+ h) — 15
ii. Since we want the local input-output rule that will give us the height-sign,
we try to approximate before we divide:

[(+2)2 +5-(+2) + 6] + [..]
[(+2)* = (+2)3 — 10(+2)2 + 2 — 15] + [..]
o [+arr046] 1
[+16-8-a0+2-15] +1.]

420+
454+ [
20
T + [
and since the approximate local input-output rule near +2 is
p 2O SOUTH (42 + h) = A [..]

and the local input-output rule includes the term that gives the Height-sign

near +2
20

45
we have:
Height-sign SOUTH near +2 = (—.—)

EXAMPLE 14.3. L et SOUTH be the function specified by the global
input-output rule

2
SOUTH T2+ 5r+6
————% SOUTH =

o () xd— 23 —1022+2—15
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Find the height-sign of SOUTH near —3

i. We localize both the numerator of SOUTH and the denominator of
SOUTH near —3

2
_ 5 6
p 2OV SOUTH(=3+ h) = TTAOT +
x4 — 23— 10224+ 2 —15 re3ih
_ 1‘2+5:L'+6]:EH73+,L

gt — 23 — 1022 + 2 — 15, 4.4

B (=3+h)2+5(=3+h)+6

(=34 h)*t—(=3+h)3—10(-3+h)2+(-3+h)—15
ii. Since we want the local input-output rule that will give us the height-sign,
we try to approximate to the constant terms:

[(—3)2 +5-(=3) + 6] +[...]
[(=3)* = (=3)3 —10(-3)> =3 - 15] + [..]
_ [+9-15+6]+[.]

[+s14+27-90-3-15] +[.]
o] + 1

o]+

We cannot divide as we could get
= any size

iii. We therefore must approximate the localizations at least to A
- [o] +[2- =3) +5]n+[.]
o)+ [+ 432 —3(=32—10-2(=3) + 1]n + [..]
[-6+5]n+1.]
[~ 108~ 27+ 60+ 1] A+ [..]
C[-1dn+r)

[-7a]n+1.
 —h+ [
C —T4h 4[]

We divide
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and since the approximate local input-output rule near —3 is

p 20T SOUTH(~3 + h) = +% + [
and the local input-output rule includes the term that gives the Height-sign
near —3
1
M7
we have:

Height-sign SOUTH near —3 = (+,+)

3 Slope-sign Near x

EXAMPLE 14.4. L et SOUTH be the function specified by the global
input-output rule

2
xz“+ 5 +6

find the slope-sign of SOUTH near 42

i. We localize both the numerator of SOUTH and the denominator of
SOUTH near +2 and since we want the approximate local input-output rule
for the slope-sign, we will approximate to h:

2
SOUTH z°+5x+6
24+h —"""3SOUTH(+2+h) =
et (+2+h) xt— 23 —1022 +2— 15

z—+2+h

B a? + 5546,y
Coat =2 1022 + 2 — 5], o,
(+2+h)2 +5(+2+h) +6
(+2+Rh)*— (+2+h)2 —10(+2+ h)2 + (+2+h) — 15
[(+2)2 +5-(+2) + 6] + [2(+2) + 5]h + [
[(+2)4 = (428 =10+ (+2)2 + (+2) — 15] + [4(+2)? — 3(+2)2 — 10 2(+2) + 1] 0+ [..]
C[+20] [+ 9]n+1

[-a5] +[-19]n+1-]
ii. We set up the division with
[—45] + [~19]h + [..]  dividing into  [+20] + [+9]h + [...]
that is:
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9-45]—[19-20
=V

—45 —19h +[...] ) +20 49  +[.]
+20 +1529, 4[]
9-45]—[19-20
0 HEBEIOA, 4y
And since [9-45] — [19 - 20] = 405 — 380 = +25, the approximate local input-
output rule near 42 is:

20 25
p 2OUT  SOUTH(4+2 4 h) = — 5 —ah L
and the term that gives the slope-sign near 42 is
25 b
452
so that

Slope-sign SOUTH near +2 = (\.\)

4 Concavity-sign Near xg

EXAMPLE 14.5. L et SOUTH be the function specified by the global
input-output rule
SOUTH 22 +52+6
. SOUTH(z) = xt — 23— 1022 4+ 2 —15

find the concavity-sign of SOUTH near +2

i. We localize both the numerator of SOUTH and the denominator of
SOUTH near +2 and since we want the approximate local input-output rule
for the slope-sign, we will approximate to h?:

2
SOUTH x4+ 5 +6

24+h——— SOUTH(+2+h) =

e (+2+1) zt — 23 — 1022 + 2 — 15

a? +52+6],, o,
at — a3 — 1022 + 2 — 15],_ oy

(+2+ h)?2+5(+2+h) +6
(+2+h)* = (424 h)3 —10(+2+ h)2 + (+2+ h) — 15

[(+2)2 5 (+2) + 6] + [2(+2) + 5] 0 + [1] 02
[(+2)4 = (428 =10+ (422 + (+2) — 15] + [4(+2)3 — 3(+2)2 — 10 2(+2) + 1] + [6(+2)2 - 3(+2) — 10] 02 -
[ +20] +[+9]n+ [1]n2

N ) T T A R

‘z<—+2+h
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ii. We set up the division with

—45 + —19h + 8h% +[...]  dividing into  +20 + 9h + h?
but carry it out /atin style (that is, we write the result of the multiplication as
it comes out instead of the opposite of the result.)

_20  _[045]-[1920],  _ [+45[45—8-20}—19[[9-45}—[1920]]] B2
5 452 153
—45 —19h +8h% +[..] ) +20 +9h +h?
19-20 8-20
+20 ++ 5 h —820p2
9-45]—[19-20 45-8-20
0 4 2BEI90], AD-8202
I [9~45]4—5[219'20} h 119 [9-45}4—5[21920] B2
L0h T {+45[45—8~20]—415%[[9-45]—[19-20}}J 2
And since +45[4578'20];15%“9'45]7[19'20” = —235021, the local input-output rule
near +2 is:
SOUTH 20 25 2401 ,
h SOUTH(+2+h)=——— —h— h
- (F2+h) =45~ g L
and the term that gives the concavity-sign near 42 is
2401,
452
so that

Concavity-sign SOUTH near +2 = (N,N)

5 Local Graph Near x

EXAMPLE 14.6. L et SOUTH be the function specified by the global
input-output rule

2
SOUTH z°+5x+6
——— SOUTH =
o (z) xd— 23 —-1022+2—-15

find the local graph of SOUT H near +2

Since, in order to get the local graph near +2 we need all three features near
+2, height-sign, slope-sign and concavity-sign, we need to get the approximate
local input-output rule as we did in the previous example:

20 25, 2401
p SO SOUTH (12 4+ h) = — 2 — 20 L2 (]

from which we get:

45 452 452
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Chapter 15

Rational Functions: Global
Analysis

The Essential Question, 449 ¢ Locating Infinite Height Inputs,
450 o Offscreen Graph, 455 ¢ Feature-sign Change Inputs, 456 ¢ Global
Graph, 457 ¢ Locating 0-Height Inputs, 459 .

Contrary to what we were able to do with polynomial functions, with
rational functions we will not be able to establish global tEXAMPLEs. Of
course, we did not really establish global tEXAMPLESs for all polynomial
functions either but only for polynomial functions of a given degree, 0, 1,
2 and 3. But, in the case of rational functions, even the rational degree
will not separate rational functions into kinds that we can establish global
tEXAMPLES for inasmuch as even rational functions with a given rational
degree can be very diverse.

So, what we will do here is to focus on how to get global information
about any given rational function.

1 The Essential Question

Given a rational function, as with any function, the offscreen graph will

consist:

o certainly of the local graph near co. This is because, as soon as the input
is large, the graph point is going to be left or right of the screen and
therefore offscreen regardless of the size of the output,

 possibly of the local graph(s) near certain bounded input(s). This is be-
cause, in case the outputs for inputs near certain bounded inputs are

449
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large, the graph points will then be above or below the screen and there-
fore offscreen even though the inputs are bounded.

So, as always, we will need to ascertain whether

e There might be bounded inputs for which nearby inputs will have a large
output ,

or, as was the case with all polynomial functions,

e The outputs for any bounded input are themselves necessarily bounded
In other words, in order to get the offscreen graph, we must begin by asking
the Essential Question:

e Do all bounded inputs have bounded outputs
or

o Is there one (or more) bounded input which is an oo-
height input, that is, a bounded input whose nearby
inputs have unbounded outputs?

And, indeed, we will find that there are two kinds of rational functions:

o rational functions that do have oo-height input(s)

e rational function that do mot have any oco-height input as was the case
with power functions and polynomial functions.

2 Locating Infinite Height Inputs

However, given a rational function, not only will we need to know whether
or not there exists oo-height input(s), if there are any, we will also have
to locate the oco-height inputs, if any, because we will need to get the local
graph near these oo-height input(s). More precisely:

1. Given a rational function RAT specified by a global input-output rule
_ NUMERATORRar(x)
" DENOMINATORRat(x)
we want to find whether or not there can be a bounded input xy such that
the outputs for nearby inputs, xg+ h, are large. In other words, we want to
know if there can be xg such that

v — L RAT(x)

p—BAT RAT(z)|, yyyn = large
But we have
NUMERATORRAT(.I')

AT =
RAT(2)|yezorn = 3 ENOMINATORgar(z)

z<—x0+h
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_ NUMERATORRAT(2)| gy in
DENOMINATORRAT (%) e pysn
NUMERATORgar(zo + h)
~ DENOMINATORpar(zo + h)
So, what we want to know is if there can be an zy for which
NUMERATORgar(zo + h)
DENOMINATORRpa7(zo + h)

2. Since it is a fraction that we want to be large, we will use the Divi-
sion Size TEXAMPLE from Chapter 2:

= large

THEOREM 2 (Division Size)
large large large

large any seze medium arge small
medium medium ) medium
—— = small ———— = medium —— = large
large medium small
small small small
= small —— = small
large medium small

There are thus two ways that a fraction can be large:

e When the numerator is large

¢ When the denominator is small
In each case, though, we need to make sure of the other side of the fraction.
So, rather than look at the size of both the numerator and the denominator
at the same time, we will look separately at: there are two cases where a
fraction could (but need not) be large but in each case we will need to look
at the other side of the fraction bar in order to know what the size of the
fraction is:

e The first row, that is when the numerator of the fraction is large

large large large
= any size ——— =large =large
large medium small
medium medium . medium
—— = small ————— =medium — =large
large medium small
small small small )
= small —— = small = any size
large medium small

because in that case all we will then have to do is to make sure that the
denominator is not large too.
e The last column, that is when the denominator of the fraction is small.

= large

= any size
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large ) large large
= any size —— =large =large
large medium small
medium medium . medium
—— = small ——— =medium ——— =large
large medium small
small small small )
= small ——— = small = any size
large medium small

because in that case all we will then have to do is to make sure that the

numerator is not small too.

3. We now deal with D%%%E?ﬁg?g%ﬁig&ti)h), looking separately at

numerator and the denominator:

Since the numerator, NUMERATORRaT(z0 + h), is the output of a

polynomial function, namely
NUMERATORRAT

NUMERATORRAT(:U)

and since we have seen that the only way the outputs of a polynomial
function can be large is when the inputs are themselves large, there is
no way that NUMERATORRar(xo+h)) could be large for inputs that
are bounded. So there is no way that the output of RAT could be large
for bounded inputs that make the numerator large and we need not look
any further.
Since the denominator, DENOMINATORRa7T(zo + h), is the output
of the polynomial function
DENOMINATORR AT

s DENOMINATORp a7 ()

and since we have seen that polynomial functions can have small outputs
if they have 0-height inputs and the inputs are near the 0-height inputs,

DENOMINATORRa7(x0+h) can be small for certain bounded inputs

NUMERATORR a1 (xz0+h) .
and thus so can sy TNATO Rrar(zoth)" However, we will then have

to make sure that NUMERATORRgar(xo + h), is not small too near
these bounded inputs, that is we will have to make sure that zg does not
turn out to be a 0-height input for NUMERATORRar as well as for
DENOMINATORRaT so as not to be in the case:

large
= large
small
medium
—— =large
small
small )
= any size

small
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We will thus refer to a 0-height input for DENOMINATORRrAT as
only a possible co-height input
Altogether, then, we have:

EXAMPLE 15.1. Possible co-height Input The 0-height inputs of the de-
nominator of a rational function, if any, are the only possible co-height inputs
for the rational function.

4. However, this happens to be one of these very rare situations in
which there is “an easier way”: After we have located the 0-height in-
puts for DENOMINATORRar, instead of first making sure that they
are not also 0-height inputs for NUMERATORR A7, we will gamble and
just get the local input-output rule near each one of the 0-height inputs for
DENOMINATORRaT. Then,

o If the local input-ouput rule turns out to start with a negative-exponent
power function, then we will have determined that zy is an oo-height
input for RAT and the payoff will be that we will now get the local
graph near zq for free.

e If the local input-ouput rule turns out not to start with a negative-
exponent power function, then we will have determined that xq is not
a oo-height input for RAT after all and our loss will be that we will
probably have no further use for the local input-output rule.

Overall, then, we will use the following two steps:

Step i. Locate the 0-height inputs for the denominator,
DENOMINATORRar(zx), by solving the equation

DENOMINATORpr(z) = 0

Step ii. Compute the local input-output rule near each one
of the 0-height inputs for the denominator, if any.

The advantage is that we need not even refer to the Division Size TEX-
AMPLE: once we have a possible co-height input, we just get the local
input-output rule near that possible co-height input, “for the better or for
the worse”.

EXAMPLE 15.2. L et COUGH be the function specified by the global
input-output rule

t— 23 —102* + 2 — 15
" COUGH COUGH(ZL'):m x T+ x
2+ 5 +6

locate the oo-height input(s) of COUGH, if any.
Step i. The possible co-height input(s) of COUGH are the 0-height input(s)
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of DENOMINATORcovuaH(x), that is the solution(s), if any, of the equa-
tion
2 +52+6=0
In general, solving an equation may or may not possible but in this case, the
equation is a quadratic one and we have learned how to do this in Chapter
12. One way or the other, we find that there are two solutions:
—-3,-2
which are the possible co-height inputs of the rational function COUGH .
Step ii. We compute the local input-output rules near —3 and near —2:
e Near —3:

COUGH near —3 2 — 23— 1022+ 12— 15
—_—

COUGH(~3+h) = TR

zt— 2?1022 + 2 — 15|x€73+h
22+ 52 +6[, 5.,
(=3+h)* = (=3+h)>—10(=3+h)>+(=3+h)—15
(=34 h)2+5(-3+h)+6
We try to approximate to the constant terms:

(=) ) = (=3P 4[] —10(=3)2 + ] =3+ ] — 15
B (=3)2+[..] +5(=3) +[...] +6
81 4+27-90-3—15+[..]
B +9— 1546+ [...]

r——3+h

04[]
S0+ [
_ L

= any size

So we must go back and try to approximate to the linear terms, ignoring
the constant terms since we just saw that they add up to 0 both in the

numerator and the denominator:
4(=33h+1[...] =3(=3)2h+[.] —10-2(=3)h+[...] +h

2. (=3)h+[.] +5h
—108h + [..] — 27h + [.] + 60h + [..] + h
“6h+[.] + 5k

—T74h +[..]
—h+[..]
=474+ [..]
so that —3 is not an oo-heigth input
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e Near —2:
near — 423 — 1022 —15
h COUGH 2 COUGH(—2—|—h): x x . x°+x
x4+ 5xr+6 se—2th
x4—:1:3—10x2+:c—15]‘,p%72+h

x% + 52 + 6|x<——2+h
(=24 h)*— (24 h)3—10(—2+h)>+ (—2+h) — 15
(=2+h)?2+5(—2+h)+6
We try to approximate to the constant terms:
=2t L) (=23 + ) - 10(-2)2 + [ -2+ L] — 15

B (=2)2+[.]+5(=2)+[.]+6
+16 +8 —40 —2 — 15+ [...]
+4—-10+6+..]
=33+ [..]
0+[.]
-33
]

= large

So —2 is an oco-height input for COUGH and we need only find exactly
how small [...] is to get the local input-output rule near —2
B —33+[..]
2. (=2)h+[...] +5h
—33+[..]
h+1.]
=331 +[.]

3 Offscreen Graph

Once the Essential Question has been answered, and if we do not already
have the local input-output rule near each one of the oo-height inputs, we
need to get them and the corresponding local graphs so that we can then
join them smoothly to get the offscreen graph.

Altogether, given a rational function RAT the procedure to obtain the
offscreen graph is therefore:

i. Get the approximate input-output rule near co and the local graph
near oo

ii. Answer the Essential Question and locate the co input(s), if any,
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iii. Find the local input-output rule and then the local graphs near each
oo-height inputs

EXAMPLE 15.3. L et M ARA be the function specified by the global input-
output rule
MARA xz—15
———— MARA(x) = ———
(z) 22+ 5+ 7
Find the offscreen graph.
i. We get the local approximation near oc:

Near oo, z —2AH4, MARA(z) = tt [

24
=4z 4[]
and the local graph near oo of M ARA is
Outputh
Ruler
Offscreen Space
Screen
S - B ——]
—_

Input
“Ruler

ii. We locate the oo-height inputs, if any. The possible oo-height input(s) of
MARA are the 0-height input(s) of DENOMINATORara(z), that is the
solution(s), if any, of the equation

> +52+7=0
In general, solving an equation may or may not possible but in this case, the
equation is a quadratic one and we have learned how to do this in Chapter
12. One way or the other, we find that there are no solution. So, the function
MARA has no oco-height input.
iii. The offscreen graph therefore consists of only the local graph near co.

4 Feature-sign Change Inputs

Given a rational function, in order to get the feature-sign change input(s), if
any, we need only get the outlying graph and then we proceed as in Chapter
3 so we need only give an example.
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EXAMPLE 15.4. L et M ARA be the function specified by the global input-

output rule

MARA x—15

r ———— MARA(x)

:x2+5x+7

Find the feature-sign change inputs of M ARA, if any.

i. We find the offscreen graph of M ARA as in the preceding example:

OutputA

Ruler

Offscreen Space

Screen

~JInput
Ruler

ii. We mark the features of the offscreen graph:

Outputh
Ruler

iii. Therefore:
e there must be at least

N

Offscreen Space

Screen

Input
“Ruler

one height-sign change input,

o there does not have to be a slope-sign change input

o there must be at least one concavity-sign change input,

5 Global Graph

Given a rational function, in order to get the essential global graph, we need
only get the outlying graph and then we join smoothly so we need only give

an example.
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EXAMPLE 15.5. L et M ARA be the function specified by the global input-

output rule
MARA xz—15
MARA(z) = ————
v RA@) 2 4+5x+7
Find the feature-sign change inputs of M ARA, if any.
i. We find the offscreen graph of M ARA as in the preceding example:

Outputh
Ruler
Offscreen Space

Screen

JInput
Ruler

ii. We join smoothly the offscreen graph:
Outputh

Ruler
Offscreen Space

Screen

/nput
“Ruler

iii. Observe that, in fact,
e there must be at least one height-sign change input,
e there must be at least two slope-sign change inputs
e there must be at least three concavity-sign change input,
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OutputA
Ruler
Offscreen Space

Screen

~JInput
Ruler

6 Locating 0-Height Inputs

Locating the 0-height inputs of a given rational function is pretty much the
mirror image of what we did to locate its co-height inputs. More precisely:
1. Given a rational function RAT specified by a global input-output rule
RAT NUMERATORRar(x)
v RAT(2) = 5 ENOMINATO Riar(s)
we want to find whether or not there can be a bounded input xy such that
the outputs for nearby inputs, xg + h, are small. In other words, we want

to know if there can be xg such that
RAT

h EEEE— RAT($)|J;HZ‘0+}L = Small
But we have
NUMERATORRAT(QU)
AT =
R (x)|x<—x0+h DENOMINATORRAT(.%') zexz0+h
_ NUMERATORRAT(w)|x<_xO+h
- DENOMINATORRAT(%)|ypyin

NUMERATORRar(xo + h)
~ DENOMINATORpaz(z0 + h)
So, what we want to know is if there can be an zg for which
NUMERATORRaAr(xo + h)
DENOMINATORRa7(zo + h)

2. Since it is a fraction that we want to be small, we will use the Divi-
sion Size TEXAMPLE from Chapter 2:

= small

THEOREM 2 (Division Size)
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large ) large large
= any size ———— = large = large
large medium small
medium medium . medium
—— = small —— = medium —— = large
large medium small
small small small )
= small ——— = small = any size
large medium small

There are thus two ways that a fraction can be small:

e When the numerator is small

¢ When the denominator is large
In each case, though, we need to make sure of the other side of the fraction.
So, rather than look at the size of both the numerator and the denominator
at the same time, we will look separately at:

e The third row, that is when the numerator of the fraction is small

large ) large large
= any size ———— = large = large
large medium small
medium medium ) medium
——— = small ————— =medium ——— = large
large medium small
small small small .
= small ——— = small = any size
large medium small

because in that case all we will then have to do is to make sure that the
denominator is not small too.
e The first column, that is when the denominator of the fraction is large.

large . large large
= any size ———— = large = large
large medium small
medium medium . medium
——— = small ————— =medium ——— =large
large medium small
small small small .
= small ——F— = small = any size
large medium small

because in that case all we will then have to do is to make sure that the

numerator is not large too.
. NUMERATORR a1 (zo+h)
3. We now deal with $ErGATNATOR A (w0t h)”

the numerator and the denominator:
o Since the numeratory, NUMERATORRaT(z0 + h), is the output of a

polynomial function, namely
NUMERATORR AT

looking separately at

y NUMERATORgar(2)
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and since we have seen that polynomial functions can have small outputs 0-height input
if they have 0-height inputs and the inputs are near the 0-height inputs,

NUMERATORRar(x0 + h) can be small for certain bounded inputs

NUMERATORRAT(CBOJF}Z) .
and thus so can DENOMINATO Rpar(zoth) " However, we will then have

to make sure that DENOMINATORRar(xo+h), is not small too near
these bounded inputs, that is we will have to make sure that xzg does not
turn out to be a 0-height input for DENOMINATORRar as well as
for NUMERATORRAT so as not to be in the case:

small

—— = any size
small

We will thus refer to a 0-height input for NUM ERATORRar as only a
possible 0-height input for RAT.

o Since the denominator, DENOMINATORgRar(xo + h), is the output
of a polynomial function, namely

DENOMINATORrAT b pNOMINATORpar(z)

and since we have seen that the only way the outputs of a polynomial
function can be large is when the inputs are themselves large, there is
no way that DENOMINATORRar(xo + h)) could be large for inputs
that are bounded. So there is no way that the output of RAT could be
small for bounded inputs that make the denominator large and we need
not look any further.

Altogether, then, we have:

EXAMPLE 15.6. Possible 0-height Input The 0-height inputs of the numer-
ator of a rational function, if any, are the only possible 0-height inputs for the
rational function.

4. However, this happens to be one of these very rare situations in
which there is “an easier way”: After we have located the 0-height in-
puts for NUMERATORRaT, instead of first making sure that they are
not also O-height inputs for DENOMINATORRaT, we will gamble and
just get the local input-output rule near each one of the 0-height inputs for
NUMERATORRaT. Then,

o If the local input-ouput rule turns out to start with a positive-exponent
power function, then we will have determined that xg is a 0-height input
for RAT and the payoff will be that we will now get the local graph near
xo for free.

o If the local input-ouput rule turns out to start with a 0-exponent power
function or a negative-exponent power function, then we will have deter-
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mined that xg is not a 0-height input for RAT after all and our loss will
be that we will probably have no further use for the local input-output
rule.

Overall, then, we will use the following two steps:

Step i. Locate the O0-height inputs for the numerator,
NUMERATORRar(x), by solving the equation

NUMERATORRr(z) =0

Step ii. Compute the local input-output rule near each one
of the 0-height inputs for the numerator, if any.

The advantage is that we need not even refer to the Division Size TEX-
AMPLE: once we have a possible 0-height input, we just get the local
input-output rule near that possible 0-height input, “for the better or for
the worse”.

EXAMPLE 15.7. L et TARA be the function specified by the global input-
output rule

TARA a® — 8
r ——— TARA(x) = 213010
locate the 0-height input(s) if any.
Step i. The possible 0-height input(s) of TARA are the 0-height input(s) of
NUMERATORTArA(x), that is the solution(s), if any, of the equation

2 —8=0

In general, solving an equation may or may not possible and in this case, the
equation is a cubic one. Still, here it is a very incomplete one and we can
see that the solution is +2 which is the possible O-height input of the rational
function TARA.

Step ii. We compute the local input-output rule near +2.

3-8
h AR S PARA(+2 4+ ) = e 0
o =100 o0
3
_ £z _8‘x<—+2+h
22 +3z— 10|, o.p
(+2+h)3 -8

(+24+h)2+3(+2+h) — 10
We try to approximate to the constant terms:
(+2)3 +[...] -8
(+2)2 + [...] +3(+2) +[...] — 10
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48 -8+[.]

T 444+6—-10+.]

_ 0 -] = L] = any size
0+ ] [ Y

So we must go back and approximate to the linear terms, ignoring the constant
terms since we just saw that they add up to O both in the numerator and the
denominator:

~3(+2)%h + [

~ 2(+2)h + [...] + 3R
2R+ L] 12h 4[]
 t4h+[.]+3h +Th+[.]

LD

and, since +1—72 %0, 42 is not an 0-heigth input for TARA.
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Looking Back, 471 « Looking Ahead, 472 « Reciprocity Between 0 and oo,
474 o The Family of Power Functions, 486 e The bigger the size of the
exponent the boxier the graph, 488 ¢ Local Quantitative Comparisons,
491 o Global Quantitative Comparisons, 494 .

e Derived functions

¢ Functions defined equationally

o Matters of size e.g. the bigger the size of the exponent, the boxier the
graph
Check that reciprocity has been moved correctly to Chapter 7

1 Looking Back

Until now, the global graph of each new kind of function was qualitatively
very different as we moved from one kind of functions to the next.

1. In the case of the power functions, we found that the qualitative fea-
tures of the global graphs of

i. regular positive-exponent power functions,
ii. negative-exponent power functions,
iii. exceptional power functions, that is

- 0-exponent power functions

- l-exponent power functions
were very different but the differences among power functions of any partic-
ular type were not really that great in that, from the point of view of the
shape of the global graph, there were really only four types of regular power
functions (depending on the sign and the parity of the exponent) and only
two types of exceptional power functions (depending on the parity of the
exponent).

2. In the case of the polynomial functions, we found that the qualitative
features of the global graphs changed a lot when we moved from one degree
to the next:

i. The global graph of a constant function (Degree 0)
- has no height-sign change input, (same height everywhere)
- has no slope,
- has no concavity,
ii. The global graph of an affine function (Degree 1)
- always has exactly one height-sign change input,
- has no slope-sign change input, (same slope everywhere)



472

- has no concavity,
iii. The global graph of a quadratic function (Degree 2)
- may or may not have height-sign change input(s),
- always has exactly one slope-change input,
- has no concavity-sign change input, (same concavity everywhere)
iv. The global graph of a cubic function (Degree 3)
- has at least one height-sign change inputs,
- may or may not have slope-change input(s),
- has exactly one concavity-sign change input,

As for the qualitative differences among the global graphs of polynomial

functions of a same degree, they are not great—but growing along with the

degree.
i. The difference among constant functions is the height of the global graph.

ii. The differences among affine functions are the height and the slope of
the global graph.

iii. The differences among quadratic functions are the height, the slope and
the concavity of the global graph.

iv. The differences among cubic functions are not only the height, the slope
and the concavity of the global graph but also whether or not there is a
bounded fluctuation.

Thus, in terms of content organization, the degree of polynomial functions

was a very powerful organizer if only because this allowed us introduce the

features, height, slope, concavity, one at a time.

The emphasis throughout will be to convince ourselves of the need to
proceed very systematically while keeping our eyes open so as to take ad-
vantage of whatever might make our life easier and not to do anything that
we do not absolutely have to do.

2 Looking Ahead

We will now say a few words about the way rational functions will be dealt
with in the rest of this text.

1. While, so far, we have had a very transparent content organization,
in contrast, in the case of rational functions, the rational degree will not
be such a powerful organizer because the four different types of rational
functions will not be markedly different.

Still, in each one of the next four chapters, we will investigate a given type
of rational function but this will be mostly in order not to upset the reader
with too much variety from the get go. However, we will not be able to
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develop much of a theory for each type and we will mostly go about gath-
ering experience investigating rational functions without paying too much
attention to the type of rational function being dealt with, taking things as
they come.

On the other hand, the differences among rational functions of any given
type of rational degree, will be quite significant because of the possible co-
height inputs.

Thus, the other side of the coin will be that, while, until now, once we had
a theory of a kind of function, the investigation of this kind of functions
quickly became a bit boring in that we knew what the overall global graph
was going to look like, in the case of rational functions, there will be a much
more interesting diversity.

2. Before anything else, it should be stressed that in the investigations
of any given rational function we will follow essentially the exact same ap-
proaches that we used in the investigation of any given power function and
of any given polynomial function: We will thus

i. get its local graph near oo,

ii. get the answer to the EssENTIAL QUESTION and find the co-height in-
put(s), if any. (This will involve solving an equation.)

iii. get the local graph near the co-height inputs, if any.

iv. get the global graph by interpolating the local graph near oo and
the local graphs near the oo-height inputs, if any.

3. As happened each time we investigated a new kind of function, finding
the local rule near bounded inputs—and therefore near co-height input(s)—
will require a new algebra tool.

4. As with any function, rational or otherwise, what we will actually do
will depend of course on what information we need to find and there are
going to be two main kinds of questions:

a. Local questions, that is, for instance:

e Find the local concavity-sign near a given input,

e Find the local slope-sign near a given input,

e Find the local height-sign near a given input,

e Find the local graph near a given input,
The given input can of course be any input, that is oo or any given bounded
input, for instance an oo-height input, a concavity-sign change input, a
slope-sign change input, a height-sign change input or any ordinary input
whatsoever.
b. Global questions, that is, for instance
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o Find the concavity-sign change input(s), if any
o Find the slope-sign change input(s), if any
o Find the height-sign change input(s), if any
e Find where the output has a given concavity-sign
e Find where the output has a given slope-sign
e Find where the output has a given height-sign
e Find the global graph
In the case of global questions, it will usually be better to start by get-
ting the bounded graph and then to get the required information from the
bounded graph. But then of course, since the bounded graph is really only
the essential bounded graph, that is the graph that is interpolated from the
outlying graph, the global information that we will get will only be about
the essential features that is the features forced onto the bounded graph by
the outlying graph.
The curious reader will obviously have at least three questions:
i. How do the various power functions compare among each other?
ii. What of polynomial functions of degree higher than 37
iii. What of Laurent polynomial functions?
In the “overview”, we will discuss the several manners in which regu-
lar positive-power functions, negative-power functions and exceptional-power
functions all fit together. This will require discussing the size of slope.

3 Reciprocity Between 0 and oo

We will now investigate the relationship between 0 and oo

1. Reciprocal Function The reciprocal function is the power
function with exponent —1 and coefficient +1, that is the function whose
global input-output rule is

RECIPROCAL _, RECIPROCAL(z) = (+1)a~!

1
= 4=
T

so that the output is the reciprocal of the input (hence the name).

1. The first thing about the reciprocal function is that it is typical of
negative-exponent power functions in terms of what it does to the size of
the output:

RECIPROCAL

+large » RECIPROCAL(large) = +small
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—large RECIPROCAL RECIPROCAL(large) = —small

and
RECIPROCAL
+small

RECIPROCAL(small) = +large
RECIPROCAL

—small RECIPROCAL(small) = —large

2. More generally, the global graph of the reciprocal function is:
e Mercator picture:

Output A\
Ruler

Screen

> Input Ruler

o Magellan picture:

3. Although quite different from the identity function, the reciprocal
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family

functions does play a role in the family of all power functions that is quite
prototypical

similar in some respects to the role played by the identity function

For instance, because the size of the exponent in both cases is 1, they are
both the “first” of their kind.

However, that is not very important because:

e The identity function is not prototypical of the other power functions
because the identity function is a linear function and has no concavity.

EXAMPLE 16.1. The identity function lack concavity while all regular
power function have concavity.

e The reciprocal function is prototypical of the other negative power func-
tions in many ways.

EXAMPLE 16.2. The shape of the reciprocal function is essentially the
same as the shape of all (negative-exponent) power functions of type NOP

One thing the identity function and the reciprocal function have in common,
though and for what it’s worth at this time, is that the reciprocal function
is the mirror image of itself when the mirror is the identity function.

Output A\
Ruler

Screen

Reciprocal Function

> Input Ruler

In particular, they intersect at a 90 degree angle.
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Output A
Ruler

477

>

Screen

90 degrees

90 degrees

Reciprocal Function

S

> Input Ruler

Another way way to look at it is that the local graphs near +1 are locally
mirror images of each other when the mirror is the input level line for +1:

Output A\
Ruler
Screen
+ 45 degrees )’ 45 degrees
e ———
0
;\\00 Reciprocal Function
S
S ]
N
0 11 > Input Ruler

2. Reciprocity
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far 1. It will be convenient to introduce two new terms:
reciprocal of each other e We introduced the word “near” almost from the begining and, with
Magellan graphs in mind, we will now introduce the word “far”. Thus,
— When an input is large, it is near oo and therefore far from 0,
— When an input is small, it is near 0 and therefore far from oo.
e More generally, we will say that two power functions are reciprocal of
each other when:
— their coefficient are the same,
— the size of their exponents are the same,
— the sign of their exponents are the opposite.
In other words, two power functions are reciprocal of each other whenever
they differ only by the sign of their exponents.

EXAMPLE 16.3. The identity function and the reciprocal function are
reciprocal.

We will see that, when the mirror is the input level line for +1, the local

graphs near +1 of two power functions that are reciprocal of each other

are approximately mirror images of each other. But the angles will not
be 45 degrees anymore.

2. The point of all this is that the local graph near oo of a regular power
function is the same as the local graph near 0 of the power function that
it is reciprocal of and, vice versa, the local graph near 0 of a regular power
function is the same as the local graph near oo of the power function that
it is reciprocal of.

EXAMPLE 16.4. Given the local graph near 0 of JACK, an odd positive
power function with positive coefficient :
0

We enlarge the extent of the input ruler more and more while shrinking the scale
by the edges more and more and, as we do so, we bend the screen backward
more and more closing down the gap until the edges touch.
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closing J\
+oc<\ 0 to

Q bending 9 P

N

enlarging
00 Foo

—>

—0 +00 0 0"

We then glue shut the edges of the screen at oo to get a cylinder.

<
(e
o

glue

Then we turn the cylinder half a turn so that co gets to be in front of us:
rotating

Now we cut open the cylinder along the input level line for 0
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We widen out and unbend the screen forward more and more until it becomes
flat.

open ﬂ

widen out unbend

o +o0 —o© 0

is exactly like the local graph near 0 of JACK's reciprocal power function
which is an odd positive power function with positive coefficient:
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—00 0" 0" +00
(On both graphs, outputs for negative inputs are negative and outputs for
positive inputs are positive.)

EXAMPLE 16.5. Given the local graph near 0 of the even positive power
function JILL:

0

I

i

i

i

; - _

i

i

i

0

We enlarge the extent of the input ruler more and more while shrinking the scale
by the edges more and more and, as we do so, we bend the screen backward
more and more until the edges touch.

: closing
enlarging
7—0

<o ) x>

|

|

|

|

; - _

i

|
< 0 —>

We then glue the edges of the screen at oo to get a cylinder.
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Then we turn the cylinder half a turn so that co gets to be in front of us:
rotating

Now we cut the cylinder open along the input level line for 0

cut

We unbend the screen forward more and more until it becomes flat.
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widen out unbend shrink

open /0}0‘ of 0=

v

il L
=

0

The local graph near oo that we get (Remember that the left side of oo is the
positive side of co and the right side of oo is the negative side of oo):

is just like the local graph near 0 of JILL's reciprocal power function which is
a negative, even-exponent power function:

EXAMPLE 16.6. Given the local graph near 0 of the even positive power
function JACK:
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We enlarge the extent of the input ruler more and more while shrinking the scale
by the edges more and more and, as we do so, we bend the screen backward
more and more until the edges touch.

losi
bending closing v

L ) o +o0 € ©
—0 +o0 7

enlarging

Then we turn the cylinder half a turn so that co gets to be in front of us:
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rotating

L GRD

and we unbend the screen forward more and more until it becomes flat.

unbend
widen out o 0

pen o

shrink
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The local graph near oo that we get (Remember that the left side of oo is the
positive side of co and the right side of oo is the negative side of oo):

400 o0 —00
is just like the local graph near 0 of JACK's reciprocal power function which
is an even positive power function:

4 The Family of Power Functions

The following is more of an informative nature at this stage than something
that we will be building on in this text. The purpose here is mostly to give
some coherence to all the power functions by showing various ways in which
they fit together. It should help the reader organize her/his vision of power
functions.

1. Types of Regular Functions This is just a recapitulation of
stuff we saw in the preceding two chapters:
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Sign exponent | Parity exponent | Sign coefficient | TYPE

Fven * PEP

n — PEN
+ POP

Odd — PON

Fven + NEP

B — NEN
+ NOP

Odd — NON

2. What Power Functions Do To Size We will say that a function
is size-preserving when the size of the output is the same as the size of
the input, that is “small gives small” and “large gives large”.

EXAMPLE 16.7. Regular positive-exponent power functions are size-
preserving:

Correspondingly, we will say that a function is size-inverting when the
size of the output is the reciprocal of the size of the input, that is “small
gives large” and “large gives small”.

EXAMPLE 16.8. Negative-exponent power functions are size-inverting:

By contrast, with exponent-zero power functions, the output for small
inputs has size 1 and so is neither small nor large and so exponent-zero power
functions are neither size-preserving nor size-inverting. You might say that
they are “size-squashing”.

Thus, in a way, constant functions separate regular positive-exponent power
functions from negative-exponent power functions.

On the other hand, even though linear functions are exceptional, they
are nevertheless size-preserving.

3. Fixed point A fixed point for a function is an input whose out-
put is equal to the input.

size-preserving
size-inverting
fixed point
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EXAMPLE 16.9. Given the identity function, every input is a fixed point.
In particular, both 0 and +1 are fixed points.

EXAMPLE 16.10. 0 is a fixed point for all regular power functions.
EXAMPLE 16.11. +1 is a fixed point for all regular power functions.
EXAMPLE 16.12. —1 is a fixed point for all regular even-exponent power
functions.

5 The bigger the size of the exponent the boxier
the graph

We will call template something that looks like it could be the graph of a
regular power function except that it is not a function because the inputs —1
and 41 both have an unbounded number of outputs. Each type of regular
power function has its own template.

1. We begin by comparing power functions with their template two at
a time.

EXAMPLE 16.13. The positive-even-exponent power function whose global

input-output rule is
POWER
T X s POWER,4(z) = +a™
is much closer to its template than the positive-even-exponent power function

whose global input-output rule is

g —POWER: | pOWER,y(z) = +at?
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-1 0 +1 -1 0 +1

-1 0 +1

EXAMPLE 16.14. The positive-odd-exponent power function whose global
input-output rule is

POWERs  POWER.5(x) = +at5

is much closer to its template than the positive-odd-exponent power function

whose global input-output rule is
POWER,3

EXAMPLE 16.15. The negative-even-exponent power function whose
global input-output rule is
POWER_4

POWER,5(x) = +a~*
is much closer to its template than the negative-even-exponent power function

whose global input-output rule is

o —POWER2 | DOWER_o(z) = +a2
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EXAMPLE 16.16. The negative-odd-exponent power function whose global
input-output rule is
o —LPOVERS L pOWER_4(z) = +a—°
is much closer to its template than the negative-odd-exponent power function
whose global input-output rule is
POWER_;

X

2. Together, power functions make an interesting pattern:
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6 Local Quantitative Comparisons

1. Local quantitative comparison near oo
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[+x*2]

Even positive-power functions
go through the input-output pair
(_] 9+] ) -

[

[+x*2]  [+x*]

[+x+1]

Even and odd positive-power functio
/ go through the input-output pair (+1,-

[+x°]

[+x0]

\ 2

Odd positive-power functions
go through the input-output pair
(_] 9_] )

[+x*1]

[+x+]

2. Local quantitative comparison near +1
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14-
13-
12-
11-

104
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- [e]

-]

— [x+10]

— ]

0 0.25 0.50 0.75

Local quantitative comparison near 0, between —0.1 and +0.1
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1001 U
[”’fh“]
BRI RN
S
0.00 T
-0.01

7 Global Quantitative Comparisons

1. Global quantitative comparison between —1 and +1

0.0 :
-1.0 o

+0.1

2. Global quantitative comparison between —1 and +1

-1.0 0.0 0.1 +1.0
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+1.0

0.0

-1.0

1. Symmetries Of Power Functions
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[++°]
[+x1]

[+]
[+2]

[+x7']

2. Coverage By Power Functions
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][] [hd] = | b= [+x+4]/[+x+3]/[+x+2]

[4x+573]

g

[+ ol .5]

[+x*!]

Observe that there are graphs of power functions whose exponent is a
fraction or a decimal number and that these graphs are exactly where we
would expect them to be based on the way the fractional or decimal exponent
fits with the whole number exponents. This, though, is a something that
will be investigated in the next volume: REASONABLE TRANSCENDENTAL
FUNCTIONS.
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list

paper world
entity

numeral phrase
numerator
numeral

A_pp e ndiX A_ magnitude

quantitative information
denominator
essence

D ea_]_ i ng Wit h N u mb e r S qualtative information

Real World Numbers - Paper World Numerals, 501 o Things To Keep In
Mind, 505 ¢ Zero And Infinity, 507 ¢ Plain Whole Numbers,

508 ¢ Comparing., 510 « Adding and Subtracting, 512 « Multiplying and
Dividing, 512.

Collection of objects can be listed.

1 Real World Numbers - Paper World Numerals

Separating what is happening in the real world from what is happening in With heavy reminders of to
the paper world of a text is not easy so this section will use the terminology which world each word be-
used in MODEL THEORY and LINGUISTICS. And since it is impossible to [©"9%
exhibit in the paper world the real world entities we will want to calculate
about, we will use paper world drawings as stand-ins for real world entities:
There are two kinds of real world entities which we will both denote with
paper world numeral phrases consisting of:
» A numerator using numerals (https://en.wikipedia.org/wiki/Numeral _
(linguistics)) to provide the magnitude of the entity. (Quantitative
information.)
and
» A denominator using words to provide the essence of the entity. (Qualtative
information.)
However, the two kinds of real world entities are different enough that
we will have to use two different kinds of paper world numerals in the nu-
merators.

501


https://en.wikipedia.org/wiki/Numeral_(linguistics)
https://en.wikipedia.org/wiki/Numeral_(linguistics)

collection

item

whole number
count

plain whole numeral
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1. Magnitude of collections of items.

i. Real world. Since we get a real world collection of identical real
world items just by gathering the real world items, determining how
many real world items there are in a collection is simple: we get the
whole number of real world items in the collection just by counting
the real world items in the collection. .

EXAMPLE A.1. The real world items
PAN S
o I
®
are not all the same and so cannot be gathered into a real world collection
but the real world items
e o

@®

are all the same and so can be gathered into a real world collection:

and we get the whole number by counting the items:

one two three

ii. Paper world. Collections of items are then denoted by paper world
numeral phrases in which:

» The paper world numerator is the paper world plain whole nu-
meral which says how many items there are in the collection, that is
which denotes the real world whole number of items in the real world
collection,

» The paper world denominator is the paper world word which says
what kind of items are in the collection, that is which denotes the
kind of real world items in the real world collection.

EXAMPLE A.2.
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T pummal I s oo
y sejousp
where:
- The numeral 3 says how many items in the collection,
and where

- The word Apple says what kind items in the collection.

2. Magnitude of amounts of stuff.
i. Real world. Since stuff comes in bulk, determining how much stuff
there is in an amount of stuff is much more complicated than deciding
how many items there are in a collection of items because, in order to
determine how much stuff there is in a real world amount of stuff, we
first need a real world unit of that stuff. Only then can we determine
the decimal number of units in the amount of stuff.

EXAMPLE A.3. Milk is stuff we drink and before we can say how much
milk we have or want, we must have a real world unit of milk, say liter of
milk or pint of milk.

ii. Paper world. Amounts of stuff are then denoted by paper world
numeral phrases in which:

» The paper world numerator is the paper world plain decimal nu-
meral which says how much stuff there is in the amount of stuff, that
is, more precisely, the plain decimal numeral in which the decimal
pointer indicates which digit corresponds to the unit of stuff in the
denominator, which denotes the real world decimal number of units
of stuff in the amount of stuff.

» The paper world denominator is the paper world word which says
what kind of stuff in the amount of stuff and what unit of stuff.

EXAMPLE A.3. (Continued) Then we may say we have or want, say,
6.4 liters of milk or, say, 3 pints of milk.

It should be noted that decimal numerals work hand in hand with the
METRIC SYSTEM of units while US Customary units usually require frac-
tions, %, %, %, 1—16, etc and mixed fractions.

3. Orientation of entities. Numerators can provide more informa-

tion than just the magnitude of the entity, that is about the whole number of

unit

decimal number

plain decimal numeral
decimal pointer

digit

Which is why “The Weights

and  Measures Division
promotes  uniformity in
U.S. weights and mea-
sures laws, regulations,

and standards to achieve
equity between buyers and
sellers in the marketplace.”
(https: //www. usa.

gov/ federal-agencies/

weights-and-measures-division)

Which points to its left.

Although panels on interstate
roads have begun to show
such things as 3.7 Miles.


https://www.usa.gov/federal-agencies/weights-and-measures-division
https://www.usa.gov/federal-agencies/weights-and-measures-division
https://www.usa.gov/federal-agencies/weights-and-measures-division

orientation

signed whole numeral
signed decimal numeral
thing

give

qualifier

Told him it wouldn’t! Didn’t
believe me! Wasted a lot of
time trying anyway.

Of course, sales people would
write $11.99/
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items or the decimal number of units of stuff, and can also provide informa-
tion about the orientation of the entity by using signed whole numerals
and signed decimal numerals instead of plain whole numerals and plain
decimal numeral

4. Concluding remarks.
i. Since decimal numeral denote amounts of stuff while whole numerals
denote collections of items, we absolutely need to distinguish decimal
numerals from whole numerals.

EXAMPLE A.4. We need to distinguish the decimal numeral 27. which
we would denote an amount of stuff from the whole numeral 27 which
would denote a collection of items.

So, it would be tempting to agree that “The decimal point will never
go without saying in this text.” but, unfortunately, this is not really
sustainable.

So, like everybody, we will have to agree that

AGREEMENT A.1 will often go without saying and we will often
leave it to the reader to decide which kind of numeral is intended.

EXAMPLE A.5. When using money, pennies may or may not be beside
the point:

» We are more likely to write $12.00 than $12

but

» We are more likely to write $7000 000 than $7 000 000.00.

ii. Altogether then, since the kind of numeral used in the numerator de-
pends on:
A. Whether the real world entity we want to denote is:

» A collection of items
or
» An amount of stuff

and also on:

B. Whether the information we want about the real world entity is:
» The magnitude of the entity alone,
or
» The magnitude and the orientation of the entity,
the word numeral should always be used with one of the following qual-
ifiers
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Collections Amounts
Magnitude only plain whole  plain decimal In fact, ~mathematicians,

Magnitude and orientation | signed whole signed decimal scientists, —and engineers
also use many other kinds

EXAMPLE A.6. of ‘mumbers’ for many
» 783043 is a plain whole numeral which may denote a collection of people, ?}Zirs ]?;LZ‘:L w(')bj;cz EZZ“%S'
» 648.07 is a plain decimal numeral which may denote an amount of money, org/pwi'ki/]vu}nbe,,)p '

» —5H47048 308 and +956 481 are signed whole numerals,
>

—137.048 8 and 4-0.048 178 are signed decimal numerals.

And, since, as mentioned almost from the outset of 7?7 - Preface You

Don’t Need To Read (Page xv), this text assumes that the reader knows

how to "compare, add/subtract, multiply/divide" signed decimal ‘num- But you can always click on
bers’, we will take the qualifiers plain/signed and whole/decimal to have Appendiz B - Localization
been defined. (Page 515)

iii. However,

CAUTIONARY NOTE A.1  While DISCRETE MATHEMATICS
deals with collections of items, CALCULUS deals only with amounts
of stuff and we will use whole numerals only occasionally and then
mostly as an explanatory backdrop for decimal numbers.

2 Things To Keep In Mind

1. Positive numbers vs. plain numbers. Except for subtraction, And in only half the cases at
computing with positive numbers goes exactly the same way as computing that.
with the plain numbers that are their sizes..

EXAMPLE A.7.

COMPARISON ADDITION
45 > 5 A3 >3
/’ / F5 { >5
43 >3 F8 >8
Positivenumbers Plainnumbers Positivenumbers Plain numbers
SUBTRACTION SUBTRACTION
5 > 5



https://en.wikipedia.org/wiki/Number
https://en.wikipedia.org/wiki/Number

absurd

In  fact, negative numbers
were called absurd num-
bers for a long time wuntil
“Calculus made negative
numbers necessary. ”(https:
// en. wikipedia. org/
wiki/Negative_ number#

msqﬂyeg‘)words, you get ex-
actly what you see, no more,

no less.

In other words, in this text,
no sign does NOT mean pos-
itive but plain and therefore
NO opposite.

Yet, even banks, which used
to use plain numbers in two
columns, one for debits, one
for credits, now use signed
numbers in a single column.
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Positivenumbers Plainnumbers Positive numbers Plain numbers
MULTIPLICATION DivisioN
rrrrrrrrrrrrrr 3 > 3
5 >S5 5 { >S5
FTE »>15 F0.6- »0.6
Positivenumbers Plainnumbers Positivenumbers Plain numbers

So it is tempting to skip the + sign in front of positive numbers as "going
without saying"'. But then sentences lose their symmetry.

EXAMPLE A.8. The sentences

» “The opposite of +5 is —5" and “The opposite of —3 is +3"
are both nicely symmetric while the sentences

» "“The opposite of 5 is —5" and “The opposite of —3 is 3"
both lack symmetry.

But then experience shows that skipping the + sign in front of positive
numbers can lead to ignoring the difference between positive numbers and
plain numbers and that leads to misunderstanding and mistakes because
» while working with plain numbers we can just focus on the numbers we

are working with,

» when working with positive numbers we have to keep constantly in mind
that the numbers we are working with have a sign, namely 4+, and there-
fore have opposites, namely negative numbers.

And so, in order to help distinguishing signed numbers from plain numbers

and more individually positive numbers from their sizes, in this text:

AGREEMENT A.2 will never go without saying.

EXAMPLE A.9. We will always distinguish, for instance,

» The positive number +51.73 from the plain number 51.73 which is the
size of +51.73 . (As well as the size of —51.73)

» The positive number +64 300 from the plain number 64 300 which is the
size of +64300 . (As well as the size of —64 300 )

2. Symbols vs. words. Another issue is that, in everyday language,
instead of using signed numbers we still tend to use plain numbers with
everyday words instead of symbols to denote the orientation.


https://en.wikipedia.org/wiki/Negative_number#History
https://en.wikipedia.org/wiki/Negative_number#History
https://en.wikipedia.org/wiki/Negative_number#History
https://en.wikipedia.org/wiki/Negative_number#History
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EXAMPLE A.10. We often use words like credit and debit, left and right,
up and down, income and expense, gain and loss, incoming and outgoing, etc
instead of the symbols 4+ and — to denote the orientation and using plain
numbers to denote the size.

3 Zero And Infinity

As simple as numbers may appear, numbers actually present several concep-
tual difficulties that we need to acknowledge. We also need to make sure that
the words we will be using concerning numbers, if only in the PROCEDURES,
will be perfectly clear.

1. Zero. There are two difficulties with zero that set 0 apart from
other numbers and in fact already “the ancient Greeks [...| seemed unsure
about the status of zero as a number.” (https://en.wikipedia.org/wiki/
O#Classical_antiquity).

i. In the real world, there is no such thing as zero amount of stuff.

EXAMPLE A.11.
» There is no such thing as a perfect vacuum. (https://en.wikipedia.
org/wiki/Vacuum).
» There is no such thing as an absolute zero temperature. (https://en.
wikipedia.org/wiki/Absolute_zero)

And when we try to get 0 unit of any stuff all we get is the error! 77 77 -
?77(?7)

EXAMPLE A.12. 0 quart of milk denotes the amount of milk that appears

to be in an empty bottle—but it might just be that the amount of milk in the
bottle is too small for us to see.

So the difficulty is that since 0 does not symbolize any amount in the real
world 0 cannot have a size to begin with.

ii. Even though mathematicians do distinguish N, whole numbers including
0, and N*, the whole numbers ezcluding 0, AKA counting numbers, (https:
//en.wikipedia.org/wiki/Natural_number)

LANGUAGE NOTE A.1 Mathematicians accept 0 as a signed
number even though ...0 has no sign!

Zero

Whose existence most CaLcu-
LUS texts blissfully omit even to
mention.

And that’s no joke!

Just how clean is clean?


https://en.wikipedia.org/wiki/0#Classical_antiquity
https://en.wikipedia.org/wiki/0#Classical_antiquity
https://en.wikipedia.org/wiki/Vacuum
https://en.wikipedia.org/wiki/Vacuum
https://en.wikipedia.org/wiki/Absolute_zero
https://en.wikipedia.org/wiki/Absolute_zero
https://en.wikipedia.org/wiki/Natural_number
https://en.wikipedia.org/wiki/Natural_number

AR~ ShSnths of waffling!
collection

j(‘ﬁnkourse, to say the size
9 Wnerely moves the issue
P]@Mlsigned numbers to plain
wihabers.

natural

positive integer

how many

Fswit thetlgonvenient?
decimal

amount

stuff

orientation

magnitude

Remember that words be-
tween single quotes will be
explained when their time
comes.

But not in this text.
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Since it is standard practice, we will have to accept that

CAUTIONARY NOTE A.2 even if a number with size 0—and no
sign.

So, what we will do is to distinguish non-zero numbers, that is all numbers
except 0, from just numbers which include 0. So, all non-zero numbers have
both a size and a sign.

4 Plain Whole Numbers

Because we can deal with collection of items one by one, describing how
many items there are in a collection is easy: just count the items in the
collection. Then, how many items there are in the collection will be given by
a plain (as opposed to ‘signed’) whole (as opposed to ‘decimal’) number.

EXAMPLE A.13. Apples are jitems. (We can eat apples one by one.) To
say how many @ are in the collection @ @ @ we count them that is we point
successively at each @ while singsonging “one, two, three".

LANGUAGE NOTE A.2 Plain whole numbers are also called
counting numbers or natural numbers (https://en.wikipedia.
org/wiki/Natural_number)—and, incorrectly, ‘positive integers’.

decimal (as opposed to whole

An amount of stuff we can deal with only in bulk

orientation

magnitude that is how many items in the collection or how much stuff
in the amount

LANGUAGE NOTE A.3 The word orientation is not too good but
the words “direction” and "way" aren’t either.

A lot of times, describing how many items we have or want in a collection
or how much stuff we have or want in an amount of stuff is not enough and
we also need to describe the orientation of the collection of items or of the
amount of stuff: up/down, left/right, in/out, etc.


https://en.wikipedia.org/wiki/Natural_number
https://en.wikipedia.org/wiki/Natural_number
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EXAMPLE A.14. How many people are going into or coming out of a building
usually depends on the time of the day.

At least for the rest of us, how much money is coming into or going out of our
bank account usually depends on the day of the month.

1. Size and sign. So, both signed (as opposed to plain) whole num-
bers and signed (as opposed to plain) decimal numbers carry two kinds of
information:

o The size of a signed number (whole or decimal) is the quantitative
information which is given by the plain whole number that describes how
many items there are in the collection or the plain decimal number that
describes how much stuff there is in the amount.

LANGUAGE NOTE A.4 Size is called absolute value in most
textbooks but some use numerical value or modulus or norm.

The standard symbol for size is | | but we will not use it and just write
size of.

EXAMPLE A.15. Instead of |—3| = 3 we will write: size —3 = 3.

o The sign of a signed-number (whole or decimal) is the qualitative infor-
mation which is given by 4+ or —, the symbols that describe the orienta-
tion of the collection or of the amount, up/down, left /right, in/out, after
a decision has been made as to which orientation is to be symbolized by
+ and therefore which by —. Then,

Positive (whole or decimal) numbers are the signed numbers whose
sign is +,
Negative (whole or decimal) numbers are the signed numbers whose
sign is —.

EXAMPLE A.16. +17.43 Dollars specifies a real world transaction:

» The size of +17.43, 17.43 , describes the magnitude of the transaction,
» The sign of +17.43, + , describes the orientation of the transaction.

LANGUAGE NOTE A.5 Signed whole numbers are usually called
integers.

Two signed numbers are:
» the same whenever they have the same size and the same signs. (So,
when one is positive, the other has to be positive and vice versa.)

signed

size
quantitative
absolute value
numerical value
modulus
norm

|

sign
qualitative

_|_

positive
negative
integers

the same

But how could a plain whole
number ever be called a posi-
tive integer?
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comparison (plain
comparison (signed)
larger-than (plain)
smaller-than (plain)
equal-to (plain)
not-equal-to (plain)
larger-than-or-equal-to
(plain)
smaller-than-or-equal-to
(plain)
larger-than (signed)
smaller-than (signed)

510 APPENDIX A. DEALING WITH NUMBERS

» the opposite whenever they have the same size but different signs. (So,
when one is positive, the other has to be negative and vice versa.)
We will use opp as shorthand for opposite of.

EXAMPLE A.17.

opp (+32.048) = (—32.048) opp (—32.048) = (+32.048)

As implied by the title, operating on plain numbers, whole and decimal,
is assumed to be known and this Appendix deals only with the complications
brought about by the signs.

¢ 777777 (77)

¢ 77 77_77(27) 7777-77(77)

5 Comparing.

The symbols, <, >, =, <, 2, are used for both (plain) comparisons and

=

(signed) comparisons

DEFINITION A.1 Given the signed numbers x; and xo,
» When z; and x5 are both positive,
r1 > xo iff Size x1 > Size a9
x1 < w9 iff Size 1 < Size o
r1 = xo iff Size x1 = Size x9
» When z; and xo are both negative,
x1 > w9 iff Size 1 < Size zo
r1 < w9 iff Size x1 > Size xo
x1 = x9 iff Size 1 = Size o
» When z; and x5 have opposite signs,
x1 < o iff z1 is negative (and therefore xo is positive)
x1 > x9 iff 1 is positive (and therefore xo is negative)

larger-than

smaller-than

equal-to

not-equal-to
larger-than-or-equal-to
smaller-than-or-equal-to
larger-than

smaller-than
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equal-to

not-equal-to

larger-than-or-equal-to

smaller-than-or-equal-to

The easiest way is to picture the two numbers on a quantitative ruler
and then, because of 7?7 7?7 - 27 (?7?) , the number to our left will be smaller
than the number to our right and the number to our right will be larger
than the number to our left.

EXAMPLE A.18. Given the numbers - and - we have

Smaller Larger
1 ol 1 1 1 1 1 ley 1 1 1 1 1 1 1 N
° ® >

-8 7. -6. 5. 4. 3. 2. -1. 0. +1. 2. +3. +4. +5. +6.

Left Right
LEFT /4 RIGHT

K
so - is smaller than - and - is larger than-

The standard symbols for sign-size-comparisons of all four kinds of num-
bers are:

Sign-size-comparisons Symbols
equal to =
not equal to #
smaller than <
smaller than or equal to <
larger than >
larger than or equal to =
EXAMPLE A.19. In symbols, EXAMPLE A.18 becomes
Smaller Larger
1 ! 1 1 1 1 1 e 1 1 1 1 1 1 1 Ny

-8. -7. 6. -5.-4. 3. 2. —1. 0. +1. +2. +3. +4. +5. +6.

Left Right
LEFT f RIGHT

equal-to (signed)

not-equal-to (signed)

larger-than-or-equal-to
(signed)

smaller-than-or-equal-to
(signed)

smaller than

larger than



add

subtract

multiply

divide

reciprocal (plain)

512 APPENDIX A. DEALING WITH NUMBERS

so |21 < [0 =5 wel 25 [0 > [

6 Adding and Subtracting

. To add

In this text, for reasons explained in Subsection 6.2 - Mercator view
(Page 108), when dealing with signed numbers, we will use the word oplus
instead of the word add which we will reserve for plain numbers.

we will use the symbol &

addition

To subtract a number we oplus its opposite instead.

subtraction

7 Multiplying and Dividing

. To multiply

MEMORY A.1 Multiplication and Division of Signs

To divide

1. Reciprocal of a number.
i. The reciprocal of a plain number is 1. divided by that number. (https:
//www.mathsisfun.com/reciprocal.html). So:
i. Reciprocal 1. =1.
ii. The reciprocal of 1 followed or preceded by Os is easy to get: read the
number you want the reciprocal of and insert/remove “th” accordingly,

EXAMPLE A.20.

Reciprocal [1000.] = _th = 0.001
Reciprocal [0:000001] = |1 million #F = 1000 000.

iii. The reciprocal of other numbers needs to be calculated and, for most,
we may as well use a calculator.


https://www.mathsisfun.com/reciprocal.html
https://www.mathsisfun.com/reciprocal.html

7. MULTIPLYING AND DIVIDING 013

EXAMPLE A.21. reciprocal (signed)
1.
Reciprocal - = 100 = 40.25 (Hopefully by hand.)

1.
Reciprocal [0.89 = N 1.13 (Use a calculator.)

1.
Reciprocal [2.374 = N 0.421 (Use a calculator.)

An important property of reciprocals is that:

MEMORY A.2 Sizes of plain reciprocal numbers
The larger a plain number is, the smaller its reciprocal will be,
The smaller a plain number is, the larger its reciprocal will be.

Proof. O
EXAMPLE A.22.

ii. The reciprocal of a signed number is +1. divided by that number. So,
getting the reciprocal of a signed number involves Memory A.1 - Multipli-
cation and Division of Signs (Page 512) which complicates matters:

EXAMPLE A.23.

Reciprocal - = _th = +0.001
Reciprocal [£0.000001] = |~1 millionth = —1000000.

1.
Reciprocal - _ [ 00 +0.25 (Hopefully by hand.)

-+1.00
Reciprocal [=0:89 = 089 = —1.13 (Use a calculator.)
1.00
Reciprocal [=2.374 = R _ —0.421 (Use a calculator.)

In particular, even just stating the extension of Memory A.2 - Sizes of plain
reciprocal numbers (Page 513) to signed numbers is a bit complicated and To be specific: 77 77
is much easier done in Subsection 8.1 - Input level band (Page 119). (22). S

- 77
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Appendix B

Localization

Inputs are counted from the origin that comes with the ruler. However,
rather than counting inputs relative to the origin of the ruler, it is often
desirable to use some other origin to count inputs from.

015
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Appendix C

Equations - Inequations

The following is essentially lifted from REASONABLE BASIC ALGEBRA,
by A. Schremmer, freely downloadable as PDF from (Links live as of 2020-
12-31):

» Lulu.com (https://www.lulu.com/en/us/shop/alain-schremmer/reasonable-basic-algebra/
ebook/product-1m48r4p5.html ?page=1&pageSize=4)
and/or

» ResearchGate.net (https://www.researchgate.net/publication/346084126_
Reasonable_Basic_Algebra_Lulu_2009)

017
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Addition Formulas

Dimension n = 2: (zg + h)? (Squares), 519.

1 Dimension n = 2: (zo + h)? (Squares)

In order to get

519
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Appendix E

Polynomial Divisions

Division in Descending Exponents, 521.

1 Division in Descending Exponents

Since decimal numbers are combinations of powers of TEN, it should not be
surprising that the procedure for dividing decimal numbers should also work
for polynomials which are combinations of powers of x.

021
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Appendix F

Systems of Two First Degree
Equations in Two Unknowns

General case, 523.

1 General case

XXXX XXXXX XXXXX
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